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Although energy was used throughout the history of human culture, the burst of 

energy production and consumption coincided with the beginnings of the Industrial 

Revolution. The transition from hand production methods to machines, as well as the 

increasing exploration and use of fossil-derived fuels (coal, petroleum, natural gas, and 

shale fuel) made it possible to produce energy in large quantities. The majority of global 

energy supply still relies on traditional fossil based energy, with abundant fossil 

feedstock, well-understood technologies, and significant advantages in economy and 

scale. However, the traditional energy industry is now being challenged by sustainability 

of feedstock supply and environmental pressures, especially for carbon emission issues. 

Reducing the use of fossil fuels and replacing them with renewable energies have been 

widely accepted by scientists, businesses, and governors. Up to date, alternative 

renewable energies can be industrially produced via an extensive range of processes and 

sources like solar, wind, hydro, nuclear, and bioenergy. According to the data of World 

Bioenergy Association (www.worldbioenergy.org), bioenergy has now been the largest 

global renewable energy supply, which is only lower than the traditional fossil energy.  

China has abundant biomass resources that are about 0.4 billion tons per year - if 

totally utilized for generating bioenergy, it can satisfy 10% of total energy consumption 

in China. However, the current utilization of bioenergy in China is of low efficiency due 

to immature technologies, small-scale productions, and limited market channels. For 

example, in a global level, the final energy from biomass is bioheat, followed by 

transport fuels (mainly as corn/cellulose ethanol, biodiesel) and electricity. While in 

China, bioelectricity is the main form of bioenergy, large quantities of biomass are not 

efficiently utilized. Straw burning is still widely present in rural areas during the 

harvesting season, which not only wastes the valuable bioresources but also causes severe 

air pollution.  

Currently, national projects are prompted in research and pilot levels to improve 

the quantity and quality of Chinese bioenergy framework. Integrated production 

processes for both bioheat and electricity were developed in recent years which aimed to 

improve the conversion efficiency of bioenergy. Super biogas projects are prompted in 

many regions where have abundant biomass resources. Second generation bio-ethanol 

achieved pilot-scale production, which is utilizing non-food agriculture wastes like the 

corncobs. Moreover, biorefinery and bioconversion of the biomass to value added 

products are in early stages of development. Exploration of advanced bio-fuels and value-

added chemical building blocks using modern techniques are future trends in the business 

of bioenergy and biorefinery. A variety of bio-, chemo- processes may be integrated in 
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conversion of the biomass to complex products. For example, Sinopec, one of the 

Chinese leading chemical companies, has explored 1st generation of bio-jet fuel, which is 

made from waste cooking oil via a variety of chemical processing techniques. Similar 

projects are in fast developing by industries as well as the research institutes. 

It is hard to answer what is the future of bioenergy and biorefinery in China. As 

nobody in the last century can predict the scale and the diversity of the relative business 

of bioenergy in nowadays. But this industry will have a promising future: a seemingly 

infinite and renewable bio- resources in our lands, huge members of industries, 

governments and research institutes are eager to contribute their endeavors in this fast 

developing field, and more discoveries and modern techniques will be unfolded in the 

near future. We will walk a long way to fill in the gap between pioneering projects and 

conceptions and the practical scale-up application in this field.  

 

 

Article copyright: © 2015 Mo Xian. This is an open access article distributed under the 

terms of the Creative Commons Attribution 4.0 International License, which permits 

unrestricted use and distribution provided the original author and source are credited.  
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This paper thoroughly considers the potential of installing microgrids 
(MGs) in communities that suffer from the economic crisis in order to 
financially stimulate their local economies. Exploiting the state-of-the-art 
evolutions in the fields of the MG technology,  
the Hybrid Techno-Economic (HTE) model is proposed as a suitable 
techno-economic tool for assessing the power generation/consumption 
behaviour and the financial performance of these communities’ MGs. 
The contribution of this paper is four-fold. First, the HTE model is 
presented. HTE model describes a theoretical analysis that is suitable for 
studying community’s MGs. Appropriately concatenating one  
well-validated technical module and one new economic module, the HTE 
model quickly and conveniently reveals the power 
generation/consumption and economic profile of community’s MGs. 
Second, HTE model is integrated through an extended portfolio of power 
and financial metrics. The applied metrics study the influence of 
generation and consumption power changes on community’s MGs.  
The validity and the efficiency of the HTE model are examined with 
respect to these power changes while the impact of these changes on 
the power and cash flows of community’s MGs are assessed.  
Third, a cost-benefit analysis of the operation of community’s MGs 
accompanied with a financial stability analysis is also demonstrated.  
The main outcome of these analyses is the daily total benefit (TB) of 
community’s MGs with its respective financial bounds. Fourth, the 
contribution of the energy arbitrage and the power production mix among 
available power sources of community’s MGs to the daily TB is 
investigated.  
Apart from promoting the ecological awareness, this paper tries to 
become a catching argument for the communities in order to exploit the 
community’s MGs. 

 
Keywords:  Microgrids (MGs); Power Trading; Energy Arbitrage, Energy Storage Systems (ESSs); 

Distributed Generation (DG) sources; Renewable Energy Sources (RESs); Green Economy;  

Sustainable Development and Growth; Economy of Local Communities, Smart Grid 

 

 

I. Introduction  
 The financial and economic crisis that started in the United States in 2007 and 

currently torments Europe has more or less impacted a vast majority of local 
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communities around the world. While the severity of these problems varies from one 

community to another, new policies have to be adopted as well as new tools and 

mechanisms have to be invented, restructured, and overhauled [1]-[4]. In a regional basis,  

the consequences of the financial and economic crisis mainly affects four sectors of 

community’s economy [1], [5], [6]: (i) Revenues: The revenues of the communities, 

which are either generated by local taxation or derived from state transfers, have 

undergone dramatic declines; (ii) Expenditures: The communities suffering from the 

crisis show high unemployment and significant slowdown of their local economic 

activities. Hence, additional funding is required so that the general social welfare status is 

maintained; (iii) Bank financing: Apart from the states, the crisis critically affects the 

banking institutions as well as their cash liquidity. Hence, the cost of money increases 

while the communities face serious difficulties in contracting loans in order to satisfy 

their current budget needs and projections; (iv) Investments: The crisis environment 

discourages either foreign or local investors. This implies that various projects, which 

could create extra financial fluidity in local communities, are put on hold, cancelled or 

delayed. All the aforementioned reasons push local communities to immediately adopt 

measures that are going to enhance the community’s sustainable development and to 

increase community’s incomes. 

 Sustainable development and growth are an important issue for local communities 

that historically have been dependent on the exploitation of their natural resources  

(i.e., forestry, agriculture, mining, and fishing) as their economic base [7]. Nowadays, by 

means of the prism of the green economy, communities can still commercialize their 

natural resources, such as wind speed and solar radiation, in order to financially stimulate 

their local economies [8]. This modern resource harvest can be achieved through 

microgrids (MGs) that are owned by the local communities [9]-[12]. Community’s MGs 

are low-voltage power networks that include Energy Storage Systems (ESSs),  

Distributed Generation (DG) sources, like microturbines (MTs) and fuel cell (FC) units,  

Renewable Energy Sources (RESs), such as wind turbines and photovoltaic (PV) systems, 

and controllable loads [13]-[16]. In general, community’s MGs operate interconnectedly 

to the main power grid, simply denoted as power grid [17]-[19].  

However, community’s MGs can operate isolatedly in case of external faults that block 

the interconnection with the power grid. 

 A community’s MG can be considered as a controlled entity within the  

power grid that can be operated as a single aggregated load or as a small power source, 

which supports the operations of the power grid [20]-[24]. Apart from the satisfaction of 

its load consumption, a community’s MG enhances local power reliability by regulating 

voltage and operation frequency, reduces greenhouse emissions and promotes ecological 

thinking through its RES operation, improves power quality and lowers energy supply 

costs [25]-[35]. Nevertheless, the interest of the communities suffering the crisis is also 

focused on the immediate revenues from the operation of their MGs by exploiting their 

energy arbitrage [36]-[46].  

 Energy arbitrage refers to earning a profit by charging the community’s MG ESSs 

when energy market price is low and by selling their stored energy at higher energy 

market prices when the energy market price is high [30], [47]. The incomes from the 

energy arbitrage can further be increased through the careful power production mix 

among available ESS/DG/RES outputs of the community’s MG [36], [40], [41], [48]. The 

units of community’s MGs, which are going to produce energy, and their level of 

production are the result of an optimization procedure that aims at maximizing the daily 
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total benefit (TB) of the community’s MG [49]-[51]. However, it should be noted that the 

demand for electricity tends to be decreased during periods of economic crisis resulting 

in lower energy prices. Therefore, it is evident that the arbitrage opportunities cannot be 

considered as the main motivation to invest in community’s MGs. 

 The optimization procedure of maximizing the daily TB of the community’s MGs 

is included into the proposed Hybrid Techno-Economic (HTE) model.  

Actually, the HTE model consists of two modules, namely: (i) the technical module.  

It defines the optimal power mix among available ESS/DG/RES outputs of the 

community’s MG and the energy trade with the power grid in a long-term horizon.  

The technical module incorporates the simplicity of Mixed Linear Integer Problem /  

A Modeling Language for Mathematical Programming (MLIP/AMPL) method presented 

and verified in [52]; and (ii) the economic module. Due to its simplicity, this module 

permits its continuous (e.g., hourly) application without the need of specialized personnel 

or special software. The economic module is used complementarily to the technical 

module and provides very short-term decision adjustments.  

 On the basis of a plethora of simulation results as these are derived from the  

HTE model, several interesting findings concerning the operation and financial 

performance of community’s MGs are demonstrated in this paper. The detailed power 

profile and the analytical cash flows related to the community’s MG operation are 

extensively assessed. Except for the results concerning the baseline scenario, which have 

already been validated in [52] and used in this paper, the financial stability of the 

community’s MG is investigated when different power production and consumption 

scenarios occur. In addition, using an extended portfolio of suitable power and financial 

metrics, that is supported by the HTE model, the exact power and financial impact of the 

operation of each component of the community’s MG is evaluated as well as the power 

and financial reaction of the community’s MG when power changes occur.  

Finally, the applicability, validity, and practicability of the economic module are 

highlighted for different power production and consumption scenarios that may occur 

when different policies concerning the power allocation among available power sources, 

which are dictated by the economic module, are adopted.  

The rest of this paper is organized as follows: In Section II, a synoptic cost-

benefit analysis of the community’s MG case is presented. Attention is given on the 

energy arbitrage. Section III provides the analytical framework concerning the operation 

of the HTE model (i.e., its modules and its objectives). In Section IV and V, a thorough 

presentation of the technical module and the economic module of the HTE model is 

outlined, respectively. In Section VI, extended numerical results and discussion identify 

and assess the power and financial performance of community’s MGs and their 

mitigating role against the crisis consequences. Section VII includes background to ideas 

for future work. Section VIII concludes this paper. 

 

 

II. Economic Analysis of Community’s MGs 
 MG is no longer a novel idea. Rather, it is an academic and commercial venture 

that needs time to prove its financial value. As the industry matures, MGs steadily move 

from a curiosity to the reality [53].  

 In fact, the initial economic analyses of MGs have mainly focused on peak 

shaving and capacity resource applications [41], [54]. Recently, there has been some 

attention given to applying MG operation as a backup for intermittent RESs [38], [41], 
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[44], [54]-[56]. In recent years, with the emergence of competitive energy markets, 

several economic studies of MGs have appeared, covering a broader range of applications 

[36], [45], [46], [57]-[61]. Among these studies, one very interesting application 

highlights the role of MGs in order to achieve ‘small device’ energy arbitrage under the 

assumption that MGs are small enough –i.e., their charge and discharge operations do not 

affect the overall market price of energy–. Actually, this economic operation is mainly 

achieved through the ESSs of MGs; ESSs absorb low-priced energy and then discharge it 

during higher-priced hours [36], [49], [52].  

To increase revenues from energy arbitrages, communities’ MGs try to replace 

their more expensive DG operation during peak load periods with less expensive types of 

energy. These expensive types of energy can be either stored in their ESS or directly 

delivered from the power grid. Community’s MGs may consist of different DGs and 

ESSs rendering the problem of optimal DG/ESS outputs, and thus the issue of TB 

maximization is significantly complicated; in most of the cases, the solution comes from 

a mixed-integer linear problem. Recently, a series of methods has been proposed in order 

to accurately determine the optimal mix among available ESS/DG/RES outputs and the 

energy market [9], [17], [19], [32], [49], [52], [62], [63].  

Nevertheless, on the basis of the small communities that decide to deploy MGs as 

an additional revenue to their budgets, the 24-hour technical support of this sophisticated 

equipment requires extra resources such as the cost of the specialized personnel that deals 

with the community’s MG issues and the relative decisions concerning its operation.  

To reduce these communities’ expenses and make the idea of community’s MGs more 

tempting, the HTE model can be used. In fact, HTE model comprises a concatenation of 

one technical and one economic module.  

 

 

III. HTE Model and its Modules 
 Actually, the HTE model, which is proposed in this paper, consists of  

two modules, namely:  

 Technical module. Based on historical weather data and long-term forecasts,  

the technical module is applied in order to define the optimal energy mix among 

available ESS/DG/RES outputs and the energy market in a long-term horizon. 

The proposed technical module incorporates the optimization procedure of 

MLIP/AMPL method presented in [52]. In Section IV, the technical module is 

analytically presented. 

 Economic module. As it concerns the short-term decision adjustments,  

this module could be used so that essential decisions are taken in order to 

compensate inevitable discrepancies that arise due to either divergences between 

historical and real-time conditions or equipment malfunctions. The simplicity of 

this module permits its continuous application without the need of specialized 

personnel or special software. In Section V, the economic module is detailed. 

Therefore, the technical module of [52] gives a long-term solution while the 

economic module can provide short-term decision adjustments. Although the technical 

module presented in [52] has an hourly resolution and an optimization horizon of about 

24 hours, the technical module, used in HTE model, is applied in order to provide  

long-term predictions based on historical data and long-term forecasts. 

The goal of the HTE model is not only to provide an optimal mix solution among 

ESS/DG/RES outputs and energy market but to offer a quick and convenient model for 
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small communities that decide to install MGs so as to create additional revenues in order 

to financially stimulate their local economies. More specifically, in techno-economic 

terms, the objective of the HTE model is for given power change p% in the daily MG 

production or load consumption (see also Section V), the community can still satisfy its 

daily power needs while its daily TB change is maintained lower than p%. Actually, the 

HTE model tries to implement an economic stable system where the  

TB of the economic module is near to the TB of the baseline scenario that is defined by 

the technical module (optimal solution and equilibrium point) [64]. 

 

 

IV. Technical Module 
 In accordance with [49], [52], to properly tune the technical module in a  

long-term prediction mode, a number of key input parameters related with the operation 

of community’s MG is required. In fact, there are two sets of parameters, which are 

detailed in the following analysis, that are initiated in the technical module, namely:  

 Power-related input parameters. These parameters are related to the power 

production and power consumption characteristics of the community’s MG. 

 Finance-related input parameters. These parameters have to do with the 

operational cost and operational benefit of the community’s MG. 

Similarly to its inputs, the technical module delivers two sets of outputs that correspond 

to the optimal mix among available ESS/DG/RES outputs and power grid:  

 Power-related output parameters. These parameters are: (i) Optimal power and 

energy production/storage of ESS; (ii) Optimal power production of DGs;  

(iii) Power production of RESs; and (iv) Optimal energy trade with the power grid.  

 Finance-related output parameters. These parameters provide the base of the 

cost/benefit analysis and are synopsized by the metrics: (i) Daily cost of ESS;  

(ii) Daily cost of DGs; (iii) Daily cost of RESs; (iv) Daily Market Benefit (MB); 

and (v) Daily TB. The finance-related output parameters are also used by the 

economic module. 

On the basis of the maximization of the daily TB, the outputs of the technical 

module are defined through the prism of energy arbitrage and of certain technical 

constraints regarding the operation of community’s MGs [52]. 

 

A. Daily Cost of ESS 
 ESS of community’s MGs that is examined in this paper consists of battery 

energy storage systems (BESSs). These BESSs are made up of small battery blocks in 

series and in parallel connections. Prior to determine the daily cost of ESS 
ESS

dailyC , there is 

a need of evaluating two other related daily sub-costs, namely: 

 Daily Capital Cost of ESS 
ESS

capitaldaily,C : Capital cost of ESS 
ESS

capitalC  is a fixed,  

one-time expense realized during the purchase of ESS. It is the total cost needed 

so as to bring ESS of community’s MG to its first commercially operable status 

(e.g., purchase cost, installation cost, etc). In this paper, as the relevant costs and 

gains are calculated in 24h, which is one day, the capital cost of ESS is 

normalized on a daily basis, namely: 
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ESS
capital

BESS

kWhpurchase,

BESS

kWh

BESS

kWpurchase,

BESS

kW

ESS

capitaldaily, ,
365

1

C

CSCSlrCRFC                    (1) 

where  

 
 

  11

1
,






l

l

r

rr
lrCRF                                                   (2) 

is the capital recovery factor that is used in order to normalize the capital cost of 

ESS in present values, r is the interest rate, BESS

kWS  is the power capacity of BESS 

in kW, BESS

kWhS  is the energy capacity of BESS in kWh, 
BESS

kWpurchase,C  is the purchase 

cost of BESS in $/kW and 
BESS

kWhpurchase,C  is the purchase cost of BESS in $/kWh 

where $ is the US dollar currency. Note that the ESS repayment period is assumed 

equal to l years. From eq. (1),  

it is evident that the capital cost of ESS depends on the power capacity  

–i.e., storable energy– and energy capacity –i.e., peak power that the storage must 

deliver– of its BESSs; say the capital cost is proportional to the size of its BESSs 

[49].  

 Daily Maintenance Cost of ESS 
ESS

emaintenancdaily,C : The maintenance cost of ESS 

ESS

emaintenancC  is the annual maintenance cost of ESS. Similar to the capital cost,  

the maintenance cost is proportional to the size of BESS and is given by 

  
ESS

emaintenanc

BESS

kWhe,maintenanc

BESS

kWh

ESS

emaintenancdaily,
365

1

C

CSC                                          (3) 

where 
BESS

kWhe,maintenancC  is the maintenance cost of BESS in $/(kWh∙year). The 

maintenance cost is a variable cost. 

 With reference to eqs (1) and (3), the ESS daily cost of community’s MG is 

defined by the sum of the above two daily costs: 
ESS

emaintenancdaily,

ESS

capitaldaily,

ESS

daily CCC                                            (4) 

 

B. Daily Cost of DGs 
 DGs of community’s MG that are examined in this paper consist of MTs and FC 

units. DGs are small single-staged combustion turbines while their power generation 

varies from few kWs to few MWs. DGs can be powered by diesel, natural gas or 

hydrogen [52]. Also, more than one DG is usually deployed in a community’s MG. 

Similarly to the daily cost of ESS, prior to determine the daily cost of DGs 
DGs

dailyC , there is 

a need of evaluating three other relevant daily sub-costs, namely: 

 Daily Capital Cost of DGs 
DGs

capitaldaily,C : It depends on the size of DGs of 

community’s MG and their operating hours. In fact, the daily capital cost of each 

DG 
iC DG,

capitaldaily,  of community’s MG includes its DG purchase cost, DG installation 

cost, DG maintenance cost and DG fuel cost. Similarly to eq. (1) and in 

accordance with [52], [65], the daily capital cost of DGs is determined from 
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         (5) 

where 
iC DG,

capitaldaily,  is the daily capital cost of ith DG, noDG is the number of DGs 

installed in the community’s MG, t is subscript indicating the hour index,  
i

tU ,DG  is a vector of binary integers representing unit status of ith DG at hour t, 

i

tP ,DG  is the output power of ith DG in kW at hour t, and 
1,,DG iC  and 

2,,DG iC  are 

the normalized daily purchase costs of ith DG in $/h and $/kWh, respectively. 

 Daily Start-Up Cost of DGs 
DGs

up-startdaily,C : The daily start-up cost of DGs is 

determined from 
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ii

t dSUC
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24

1

,DG,DGDGs

up-startdaily,
                      (6) 

where i

tSU ,DG  is a vector of binary integers representing start-up status of ith DG 

at hour t and 
id ,DG
 is the start-up cost of ith DG in $/start. 

 Daily Spinning Reserve Cost of DGs 
DGs

spinningdaily,C : Total spinning reserve is the 

total amount of power generation available from all DGs, which are synchronized 

with the power grid, plus the available energy storage in ESS minus the  

load consumption [52]. The daily spinning reserve cost of DGs is determined 

from 

    
  




















noDG

i t

iii

t

ii

t

i
noDG

i t

ii

t rPUPURrRC
1

24

1

,DG,DG

t

,DG,DG

max

,DG,DG

1

24

1

,DG,DGDGs

spinningdaily, ,10min

     (7) 

where i

tR ,DG  is the spinning reserve of ith DG at hour t, 
ir ,DG
 is the reserve cost of 

ith DG in $/kW, 
iR ,DG10  is the 10-min reserve capacity of ith DG, iP ,DG

max
 is the 

maximum power outputs of ith DG and min{x,y} returns the smallest value 

between either x or y. 

 With reference to eqs (5), (6) and (7), the DGs daily cost of community’s MG is 

determined by the sum of the above three daily costs: 
DGs

spinningdaily,

DGs

up-startdaily,

DGs

capitaldaily,

DGs

daily CCCC                                  (8) 

 

C. Daily Cost of RESs 
 RESs are the green component of the community’s MG. The intermittent and 

stochastic power generation obtained from the RESs, such as wind or PV systems of this 

paper, poses technical and economic obstacles when these are integrated in MGs. This is 

due to the insertion of significant uncertainties into the operation and power production 

planning of MGs [66]-[70].  

To define the daily cost of RESs 
RESs

dailyC , there is a need of evaluating its two 

component daily costs, that are the daily cost of wind source and the daily cost of  

PV sources, namely [52]: 
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 Daily Cost of Wind Source 
Wind

dailyC : Wind power is currently the most widespread 

RES in the world. 

The daily cost of wind source is determined from 





24

1

WindWind

t

WindWind

daily

t

t cPUC                                     (9) 

where Wind

tU  is a binary integer representing unit status of wind source at hour t, 

Wind

tP  is the output power of wind source in kW at hour t and 
Windc  is the wind 

energy cost in $/kWh. 

 Daily Cost of PV Source 
PV

dailyC : PV power is high intermittent since it depends 

either on the day-night cycles or on the local weather conditions. In contrast with 

the wind sources, the generated power from PV systems represents a very low 

capacity percentage of the global power production at the moment. 

The daily cost of PV source is determined from 





24

1

PVPV

t

PVPV

daily

t

t cPUC                                     (10) 

where PV

tU  is a binary integer representing unit status of PV source at hour t,  

PV

tP  is the output power of PV source in kW at hour t and 
PVc  is the PV energy 

cost in $/kWh. 

 With reference to eqs (9) and (10), the RESs daily cost of community’s MG is 

determined by the sum of the above two daily costs: 
PV

daily

Wind

daily

RESs

daily CCC                                               (11) 

 As it concerns the daily capital cost, daily start-up cost, and the daily maintenance 

cost of RESs, these are included in the energy costs 
Windc  and 

PVc  as shown in  

eqs. (9) and (10), respectively (for more details, see in [49], [52]). 

 Note that, in accordance with [52], the investment cost of RESs is assumed equal 

to zero. This assumption is also maintained in this analysis so that direct comparisons 

among daily economic results of [52] can be given. 

 

D. Daily Market Benefit 
 Communities and their grid-connected MGs actively participate in the energy 

market operations. In accordance with the buy/sell energy operations and the prices of the 

energy market, the optimization problem becomes the maximization of the  

daily TB dailyTB . Daily TB can be considered as the daily market benefit dailyMB  minus 

the daily costs of community’s MG, which have been already presented in  

Sections IVA-C.  

 As it concerns the evaluation of daily market benefit, it should be noticed that 

community’s MGs can trade energy with the power grid and sell energy to the 

community’s consumers. 

In the case of the energy trade, the power grid can be considered as a bidirectional 

generator; it generates positive power when the power is transferred from the power grid 

to the community’s MG whereas it generates negative power when the power is 

transferred inversely –i.e., from the community’s MG to the power grid–.  

This energy trade between community’s MG and the power grid is limited by the 
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capacity of the distribution lines that connect the community’s MG with the power grid. 

Anyway, in the case of community’s MGs, taking into account its system size, it is safely 

assumed that the power grid can always supply all the necessary reserves. In essence, 

community’s MGs can free-ride on the power grid. 

As it regards the consumers of the community’s MG, their power consumption 

during the day is described by the power behavior of community’s MG load 
tLoad .  

The energy sale to the consumers defines the benefit term of the consumer trade. 

Therefore, the daily MB ( dailyMB ) consists of the daily market benefit due to the 

energy trade ( daily1,MB ) and the daily market benefit due to the consumer consumption  

( daily2,MB ). Then, the daily MB is given by 

   
    

daily2,daily1,

24

1

24

1 1

DG,

tdaily

MB

t

tt

MB

t

noDG

i

i

t LoadMPPMPMB  
 









                      (12) 

where 
tMP  is the energy market price. 

 

E. Daily TB 
 The objective function of the technical module focuses on the maximization of the 

daily TB of community’s MG. Already mentioned in Section IV(D), daily TB can be 

considered as the daily market benefit minus the daily costs of community’s MG.  

With reference to eqs. (4), (8), (11) and (12), the daily TB is given from 
ESS

daily

DGs

daily

RESs

dailydailydaily CCCMBTB                           (13) 

 To maximize the daily TB of eq. (13), a set of technical constraints is required so 

that the operation of the components of community’s MG is efficiently regulated.  

More specifically, these constraints, which are analytically presented in [52], are grouped 

into the following sets: (i) the real power balance concerning community’s MG;  

(ii) the operation of DGs (minimum power production of larger online generator, 

maximum power production per DG iP ,DG

max
, i=1,..,noDG); (iii) the operation of ESS 

(minimum energy charged and discharged to ESS, minimum ESS spinning reserve 

capacity); and (iv) the combined operation of RESs with ESS (system spinning reserve, 

system 10-min operating reserve).  

 

 

V. Economic Module 
 Historical weather data, load consumption, and market prices of the energy 

markets are easily available nowadays. Taking under consideration these input data and 

after applying the required technical constraints to the operation of community’s MGs, 

the technical module establishes the basic economic case for community’s MGs in a 

long-time horizon (baseline scenario).  

 However, long-term predictions suffer from significant divergences that can 

create either important daily TB differences or the technical stability loss of the 

community’s MG. In addition, as it concerns the application of the technical module, 

there are certain additional constraints regarding its real-time application; taking under 

consideration the limited budget of a community and the required retrenchment 

concerning employee operating expenditures, there is a need of receiving simple and 
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quick decisions regarding community’s MG operation without seriously deviating from 

the baseline scenario and affecting its economic stability.  

 To establish a simple economic module, its related economic decisions doing with 

the consumption/generation attributes of ESS, DGs, RESs and power grid must satisfy 

the existing power needs without, however, violating the imposed technical constraints. 

Thus, by implementing a low-complexity and accurate economic module, there will be no 

need of real-time application of the technical module and, at the same time, the 

divergences from the initial optimal daily TB remain small and straightforward evaluated. 

Therefore, the simplicity of the economic module can capture the real life constraints 

sufficiently. 

 To support a simple economic module and to bypass the continuous use of the 

technical module, the decisions of the economic module must not influence the more 

complex sets of the technical constraints of the technical module (i.e., the operation of 

ESS and the combined operation of RESs with ESS). Thus, the decisions of the economic 

module must focus on the operation of DGs, which is only limited by the relaxed 

technical constraint of the minimum capacity of larger online generator, and the evident 

constraint of maximum power production per DG, which follows the general constraint 

of the balance of the real power. 

 Based on the aforementioned concept, there are three different MG energy 

policies that can deal with the mitigation of the occurred power changes during the daily 

MG power generation or load consumption. These three different MG energy policies 

that are imposed by the economic module are: (i) MG Policy A: the power changes are 

first mitigated by the power grid and the remaining power part is adjusted through the 

operation of the already working DGs;  

(ii) MG Policy B: the power changes are first mitigated by the operation of the working 

DGs and the remaining power part is channelized to the power grid; and  

(iii) MG Policy C: the power changes are adaptively counterbalanced by the combined 

use of the working DGs and energy market. The participation percentage of DGs and 

energy market is set on a daily basis and remains fixed during the day.  

This last MG policy combines the advantages of the adaptive systems and the 

manipulation simplicity of non-specialized personnel. 

Although the technical module insists on defining the optimal mix among 

available ESS/DG/RES outputs and energy market, the economic module focuses on 

maintaining the community’s MG operation near the proposed solution of the technical 

module providing, thus, a quasi-optimal solution. Actually, following the HTE model, 

three different scenarios describing potential power changes can be easily confronted, 

namely: (i) Scenario A: the load power consumption increases/decreases to p% with 

respect to the baseline scenario; (ii) Scenario B: the wind source production and/or PV 

source production increases/decreases to p% with respect to the baseline scenario; and  

(iii) Scenario C: combined increases/decreases of the load power needs and RES power 

production with respect to the baseline scenario. In fact, the technical module of  

HTE model is an optimization model, where the constraints have a physical meaning,  

so its solution, which recommends the optimal power allocation over time, depends on 

the constraints and the objective function. If renewable power or load is changed, the 

binding constraints will change the optimal solution, and this will happen in a complex 

way since there are many binary variables involved. Applying the aforementioned  

three scenarios and assuming small divergences among real and predicted data,  
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the complex analysis of the technical module can be disregarded, since the MG can 

operate freely within capacity bounds giving a quasi-optimal solution. 

 

 

VI. Discussion and Numerical Results 
 The simulation results of this Section aim at investigating: (i) the relation among 

real system parameters of community’s MG, power production/consumption, and related 

financial data; (ii) the reaction of the HTE model against power production/consumption 

changes; and (iii) the assessment of the economic results when the aforementioned 

changes occur and different MG policies are applied. 

In the following simulation results, a real community’s MG is assumed during a 

typical day [52]. This MG consists of three main subcomponents (i.e., ESS, DGs, and 

RESs) while its exact structure is detailed in [52]. Based on the real technical properties 

of [52] and [71], the properties of these subcomponents are synopsized as follows: 

 In the case of ESS, the size of its BESS BESS

kWhS  is equal to 500kWh, the purchase 

costs of BESS 
BESS

kWpurchase,C  and 
BESS

kWhpurchase,C  are assumed equal to 0$/kW and 

600$/kWh, respectively, the interest rate r is equal to 6%, the ESS repayment 

period l is equal to three years and the maintenance cost of ESS ESS

emaintenancC  is 

assumed equal to 2000$. The maximum charge and discharge power limits are set 

at 50% of its full capacity. The minimum capacity is set at 10% of the full 

capacity (i.e., 50kWh) while the maximum capacity is the full capacity of BESS 

(i.e., 500kWh).  

 In the case of DGs, there are two MTs (i=1,2) and one FC (i=3). The maximum 

power outputs of DGs 1,DG

maxP , 2,DG

maxP  and 3,DG

maxP  are equal to 2000kW, 1000kW 

and 1000kW, respectively, whereas their minimum power outputs 
1,DG

minP , 
2,DG

minP  

and 
3,DG

minP  when they are online are equal to 100kW. The 10-min reserve 

capacities of DGs 
1,DG10R , 

2,DG10R  and 
3,DG10R  are equal to 2000kW, 1000kW 

and 1000kW, respectively. The normalized daily purchase costs of DGs 

 2,1,DG1,1,DG ,CC ,  2,2,DG1,2,DG ,CC  and  2,3,DG1,3,DG ,CC  are equal to  

[30$/h, 0.13$/kWh], [50$/h, 0.35$/kWh] and [80$/h, 0.50$/kWh], respectively, 

the start-up costs of DGs 
1,DGd , 

2,DGd  and 
3,DGd  are equal to 150$/start, 30$/start 

and 30$/start, respectively, and the reserve costs of DGs 
1,DGr , 

2,DGr  and 
3,DGr  

are equal to 0.010$/kW. 

 In the case of RESs, there are one wind and one PV system: 

o For the wind system, its maximum power output Wind

maxP  is equal to 

1000kW. The cut-in wind speed, the rated wind speed, and the cut-off 

wind speed are equal to 3m/s, 12m/s, and 30m/s, respectively.  

o For the PV system, the conversion efficiency of the solar cell array n is 

equal to 15.7% and its array area is equal to 7000m2.  

To compute the power output of wind and PV systems, real environmental data 

are considered: the forecast wind speed and solar radiation are presented in Fig.2 

and Fig. 3 of [52], respectively. The wind energy cost 
Windc  and the PV energy 
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cost 
PVc  are assumed to be equal to 90$/MWh and 210$/MWh, respectively [32], 

[71]. 

As it has already been mentioned, the community’s MG is connected to the  

power grid. Based on the load consumption and ESS/DG/RES power generation, this 

interconnection permits the community to buy and sell energy with the energy market. 

Actually, the community buys energy during the peak consumption periods and sells it 

during the valley consumption period while the limit of the power transfer between the 

community’s MG and the power grid is set at 1000kW. Except for the energy arbitrage 

that can occur, the power grid offers the required reserve for the community’s MG.  

To assess the economic impact of the energy arbitrage and power support, the energy 

market price is required. Based on real data [52], the energy market price is reported in 

Table 1. 

 Synoptically, the wind power output, the PV power output as well as their sum 

(i.e., RES power output) are plotted with respect to the time during a day in Fig. 1(a).  

In Fig. 1(b), the RES power generation and the load power consumption of the 

community’s MG are drawn with respect to the time [52]. In Fig. 1(c), the energy market 

price of the power grid, which is reported in Table 1, is curved with respect to the time. 

 Generalizing the observations of Fig. 1(a), it is obvious that the continuously 

growing amount of RESs influences the daily stability of power grids [67]-[69].  

In contrast with DG systems, the power production of wind and PV systems is fluctuating. 

Although predictions have significantly been improved during the last years, an outage of 

multi-kW wind and PV farms poses a challenging problem [17], [72]-[82].  

Hence, the RESs of the community’s MG need to cooperate with contiguous ESS 

facilities in order to cope with their fluctuating nature. In addition, wind systems present  

more prevalent power production behaviors during the overnight hours in contrast with 

installed PV systems. Actually, the overnight hours are characterized by low power 

demand that is reflected on the low market prices of energy during these hours 

–see Fig. 1(c)–. Large ESSs and large energy trade with the power grid use can 

ameliorate the need for intermittent power generation sources to cover peak demand [11].  

Moreover, from Fig. 1(b), it is evident that the RESs of the community’s MG combined 

with the ESSs cannot be the sole provider of energy for the community’s MG since the 

load consumption cannot be satisfied. Therefore, there is a need of an additional power 

production that can come from either the ESS/DGs of the community’s MG or the power 

grid. The optimal mix among the different power sources is defined by the HTE model. 

 

A. Baseline Scenario and the Implementation of the Technical Module of the  
HTE Model 
 The aforementioned key input parameters are inserted into the HTE model.  
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Table 1. Energy Market Price of the Power Grid 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 

Price 

($/kWh) 

0.11 0.10 0.11 0.09 0.11 0.11 0.13 0.15 0.26 0.30 0.35 0.40 

Hour 13 14 15 16 17 18 19 20 21 22 23 24 

Price 

($/kWh) 

0.50 0.40 0.30 0.30 0.40 0.50 0.30 0.26 0.15 0.13 0.10 0.11 

 

 

 

 
Figure 1.  (a) Power production of RESs. (b) The contribution of RES power production ( ) 
against load demand ( ). (c) Energy market price. 

 

 

To evaluate the optimal mix among available ESS/DG/RES outputs and energy market, 

the technical module of the HTE model appropriately combines these input parameters in 

a mixed-integer linear problem as presented in [52]. Prior to evaluate the daily TB of the  

community’s MG as well as the other cost-related metrics, the first output of the technical 

module includes the power-related metrics, namely: the DG power output,  
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the ESS power output with the energy stored in ESS as well as the exchanged power 

between community’s MG and the power grid. 

As it concerns the DG operation, the DG1 power output (i.e., power output of 

MT1), the DG2 power output (i.e., power output of MT2),  

the DG3 power output (i.e., power output of FC), and their sum (i.e., DG power output) 

are simultaneously plotted with respect to the time during a day in Fig. 2(a). In Fig. 2(b), 

the sum of DG power output and RES power output is drawn against the load power 

consumption with respect to the time. 

As it concerns the ESS operation of the community’s MG, in Figs. 3(a) and 3(b), 

its power output and its stored energy are plotted versus time during a day, respectively.  

In Fig. 3(c), the sum of ESS power output with DG and RES ones is curved against the 

load power consumption with respect to the time. 

 As it concerns the energy trade between community’s MG and power grid, this is 

plotted versus time during a day in Fig. 4(a). In Fig. 4(b), the sum of the power grid trade 

with the power outputs of ESS, DG and RES is curved against the load power 

consumption with respect to the time. 

Comparing Figs 2(a), 2(b), 3(a), 3(b), 4(a) and 4(b), interesting conclusions 

concerning the community’s MG operation as well as the technical module optimization 

procedure can be deduced: 

 Already mentioned, RESs of the community’s MG cannot fully satisfy the 

community’s power consumption. In order to enhance the power production of 

the community’s MG, DG systems cooperate with RESs towards the mitigation of 

load consumption divergences. Based on the energy of ESS system, the DGs can 

be shut down during some time periods to save cost under the same technical 

constraints. However, the load consumption still remains unsatisfied during the 

day. Through the interconnection of the community’s MG with the power grid, 

the community can buy power from the energy market when the energy market 

price is low and sell power to the power market when the energy market price is 

high and, at the same time, fixes the power differences between generation and 

consumption. Actually, the DG operation has been adjusted so that the 

aforementioned energy arbitrage can create revenues for the community while the 

power grid supports the system reserves of the community’s MG.  

 For an effective comparison, the starting and ending limits of ESS are set at its 

full capacity. Under this constraint, ESS only balances the power in the  

community’s MG without supplying/absorbing extra energy to/from the 

community’s MG, respectively. Clearly shown in Fig. 3(b), ESS supplies power 

to the community’s MG during the peak load period while it is charged up during 

the low market price period. The energy stored in ESS will remain unchanged for 

the rest of the time. 

 From Fig. 4(b), it is evident that the curves of power generation and power 

consumption of the community’s MG are converging. Indeed, the optimal mix 

among the different power sources, which is defined by the technical module, 

satisfies the real power balance of community’s MG.  
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Figure 2.  (a) Power production of DGs. (b) The contribution of DG and RES power  
production ( ) against load demand ( ). 
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Figure 3.  (a) Power production of ESS. (b) Energy stored in ESS. (c) The contribution of ESS,  
DG and RES power production ( ) against load demand ( ). 
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Figure 4.  (a) Power exchange between community’s MG and power grid.  
(b) The power production of power grid, ESS, DG and RES ( ) against  
load consumption ( ). 
 

 

Apart from the power-related metrics, the main advantage of the technical module  

of the HTE model is that permits the correlation of these metrics with financial related 

ones. Although the latter metrics are valuable for economically describing the baseline 

scenario in this subsection, they are also used by the economic module in order to assess 

its supported MG policies.  

The financial metrics, which are applied in this paper, can be further divided into 

three subgroups, namely: (i) the daily cost-related metrics; (ii) the daily gain-related 

metrics; and (iii) the daily TB. Based on these metrics and in order to investigate the 

financial behavior of the community’s MG during the day, the cumulative version of 

these metrics is applied; the cumulative version describes the progressive absolute change 

of metrics during the day.  

More analytically, in Fig. 5(a), the daily cost-related metrics that are the 

cumulative daily cost of ESS, the cumulative daily cost of DGs, the cumulative daily cost 

of RESs, and the cumulative total daily cost are plotted versus the time. The cumulative 

daily MB, the cumulative daily market benefit due to the energy trade (cumulative daily 

MB1) and the cumulative daily market benefit due to the consumer consumption  
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Figure 5.  (a) Daily cost-related metrics. (b) Daily gain-related metrics. (c) Daily TB. 
 

 

(cumulative daily MB2), which constitute the daily gain-related metric set, are drawn 

with respect to the time in Fig. 5(b). In Fig. 5(c), the cumulative daily TB is drawn versus 

the time. 

From Figs. 5(a)-(c), several interesting remarks concerning the financial behavior 

of community’s MG can be pointed out: 

 The behavior of the different components of community’s MG is reflected on the  

daily progress of their financial metrics as depicted in Fig. 5(a). First, the primary 

cost of community’s MG is the cost related to the operation of DGs. This explains 

the reduced operation of all DGs, which is presented in Fig. 2(a); even if there are 

three DGs in the community’s MG, only one of these (i.e., DG1) operates from 8h 

to 23h. DG3 is permanently offline whereas DG2 sporadically operates (i.e., from 
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12h to 15h and from 16h to 19h). Anyway, the start-ups of DGs are reflected on 

slope changes of DG daily cost. Second, the daily costs of ESS and RESs are 

significantly lower that the DG daily cost. Actually, these costs present a 

relatively stable cost behavior. The daily costs of ESS and RESs constitute only 

the 33% of the total cost. 

 Due to their revenues, community’s MGs are profitable investments and an 

interesting remedy against any financial difficulties and liquidity shortage that can 

be presented in communities. In fact, there are two different ways of collecting 

revenues when communities decide to deploy MGs: market benefit due to energy  

trade with the power grid (energy arbitrage) and the market benefit due to the 

energy sale to the consumers. As it concerns the energy arbitrage, it is now more 

obvious that: (i) the community purchases low-cost off-peak energy from 1h to 9h 

and sells it during periods of high prices, say from 10h to 20h; and  

(ii) the community increases the utilization of baseload DGs and decreases the use 

of peaking DGs [83]. In fact, the energy arbitrage can reach up to 25% of the MB 

that corresponds to approximately 5000$ per day. This is a significant amount that 

can cover different daily expenditures of the community. 

 Based on the observations of Fig. 5(c), the main benefit occurs during the 

morning and afternoon hours whereas the ESS charging occurs during the night 

hours. Anyway, the technical module adjusts the operation of the community’s 

MG components with the main objective of maximizing the daily TB. This is the 

reason for the very low TB during night hours; during these hours, the community 

buys energy from the power grid creating marginal financial losses  

(i.e., TB remains below zero till 10h and TB decreases after 22h). TB increases 

till 21h, which is, anyway, validated by its positive slop. In addition, except for 

the TB, it is important to highlight the distinctive roles of power grid and  

ESS towards the stability of the community’s MG. Finally, apart from the 

revenues from the energy arbitrage, a significant amount from the energy sale to 

the consumers inserts into the community’s fund. In brief, the daily TB is equal to 

8381$. 

During a typical day, the community projects will collect approximately 

8500$ per day. However, a crucial matter regarding the community’s budget is the 

stability of these daily revenues from the community’s MG. The financial stability helps 

towards a better financial planning and lower dependencies on banking loans so that the 

community’s payments can be safely regulated. 

 

B. The Philosophy behind MG Policies 
 As it has already been described, economic module helps towards the bypass of 

the complicated technical module. Towards that direction, the economic module can 

adopt one of the three available MG policies and can apply it to the power and financial 

results of the baseline scenario in order to mitigate any potential power change either in 

power production or in power consumption. 

As it concerns MG policy A, its objective is to counterbalance the arisen power 

changes via the energy trade from the power grid while the remaining power part can be 

covered by the operation of the already working DGs. Observing Fig. 5(b), it is obvious  

that the energy arbitrage can reach up to 25% of the MB while the remaining 75% of the 

MB is defined by the energy sale to the consumers. The concept behind the MG policy A 

is that the coverage of the arisen power changes via the energy market mainly influences 
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the gain of the energy arbitrage without directly affecting the power sale to the consumers. 

As it regards MG policy B, the objective is to cope with the arisen power changes via the 

operation of the already working DGs, and the remaining power part can be covered from 

the energy trade with the power grid. Observing Fig. 5(a), it is obvious that the DGs’ cost 

can reach up to 67% of the total cost. The repletion of the power changes via the working 

DGs mainly focus on the DG cost. Actually, the reduction of  

DG operation hours can decrease the DG cost whereas increase of the operation hours of 

existing DGs exploit the economy of scale avoiding new start-up costs. 

For MG policy C, this policy combines the strong points of MG policy A and B. 

Since the TB depends on gains and costs, an efficient policy could allocate the power 

changes either in gain factors or in cost factors. Hence, based on a fixed percentage 

allocation between DG operation and energy market on a daily basis, MG policy C 

compromises the power changes and the relevant financial results. 

As it concerns the performance of MG policies, the objective of the HTE model is 

that for given power change p% in the daily MG power production or load consumption, 

the community still satisfies its daily power consumption while its daily TB change is 

maintained lower than p%. The efficiency of the aforementioned MG policies is going to 

be investigated in terms of their daily TB as well as their daily TB stability. The power 

changes that are examined are of the order of ±20%, which constitute typical upper and 

lower limits of power divergences between real and forecasted data. 

 

C. Scenario A and MG Policies 
 Through its MG policies, the economic module provides quick and convenient 

suggestions against temporary power divergences either in production or in consumption 

avoiding the application of the complicated technical module. Among the stochastic 

variables of the community’s MG, the load is a highly variable time-dependent parameter 

that critically influences the operation of the components of the community’s MG and the 

TB. In order to examine the performance of MG policies against load instabilities, load 

changes of the order of +20% (upper load limits) and -20% (lower load limits) compared 

with the load consumption of the baseline scenario are assumed during the whole day. 

In Figs. 6(a), 7(a) and 8(a), the cumulative daily cost is plotted versus the time for 

the upper, baseline and lower load limits when the MG policy A, B and C is adopted, 

respectively. Note that the power allocation between the power grid and the  

DG operation in MG policy C is assumed equal to 50%. In Figs. 6(b), 7(b) and 8(b), 

respective plots are given in the case of the cumulative daily gain while in Figs. 6(c), 7(c) 

and 8(c), respective plots are given in the case of the cumulative daily TB. 

From Figs. 6(a)-(c), 7(a)-(c) and 8(a)-(c), it is obvious that the aforementioned 

three MG policies succeed in sustaining the financial stability of community’s MG even 

in the most extreme power change cases of load consumption. With respect to  

the daily TB, MG policy B better manages the load increase of community’s MG. 

Covering the arisen power needs through the more intensive operation of the already 

working DGs, MG policy B efficiently preserves the energy trade with the power grid, 

thus, protecting the revenues from the energy arbitrage. In contrast, when the load  

consumption decreases, MG policy B presents the worst TB results since the 

community’s MG stops to exploit the cheap kWh of its DGs. During this system  
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Figure 6.  Financial metrics versus time for the scenario A when MG policy A is adopted.  
(a) Daily cost-related metrics. (b) Daily gain-related metrics. (c) Daily TB. 
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Figure 7.  Same as in Fig. 6 but for MG policy B. 
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Figure 8.  Same as in Fig. 6 but for MG policy C (the percentage allocation is equal to 50%). 
 

 

condition, MG policy A better allocates the power differences between power grid and 

DG operation. MG policy A prefers the low cost power production of the DG operation 

selecting to channelize all load consumption differences through the reduction of energy  

trade with the power grid. Anyway, insisting on the DG operation, MG policy A 

jeopardizes the stability of the community’s MG operation requiring further grid 

frequency regulation and power oscillation damping [35], [84]-[87]. 

MG policy C, which equally allocates the power needs between DG operation and 

power grid (i.e., the allocation percentage is equal to 50%), presents a compromise 

between MG policy A and B with decent TB results in various load cases. However, the 

power change management of MG policy C could be further improved by exploiting its 

adaptive nature. More specifically, in Fig. 9(a), the daily cost is plotted versus the 

allocation percentage for the upper (+20%), case A (+10%), baseline, case B (-10%) and 

lower (-20%) load limits when the MG policy C is adopted. Note that the percentage  
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Figure 9.  Financial metrics versus allocation percentage for the upper ( ),  

case A ( ), baseline ( ), case B ( ) and lower ( ) load limits when  
MG policy C is adopted. (a) Daily cost-related metrics. (b) Daily gain-related metrics.  
(c) Daily TB. 
 

 

allocation describes the percentage of load difference that is covered by the power grid 

while the remaining power percentage corresponds to the power needs that are satisfied 

by the DG operation. In Figs. 9(b) and 9(c), respective plots are given in the case of the  
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Figure 10.  Differential financial metrics in comparison with the baseline scenario versus 

allocation percentage for the upper ( ), case A ( ), baseline ( ), case B ( ) and  

lower ( ) load limits when MG policy C is adopted. (a) Daily cost-related metrics.  
(b) Daily gain-related metrics. (c) Daily TB. 
 

 

daily gain and the daily TB, respectively. In Figs. 10(a)-(c), the daily cost difference,  

the daily gain difference and the daily TB difference in comparison with the baseline 

scenario are drawn with respect to the allocation percentage, respectively, when the  

MG policy C is applied for the upper, case A, baseline, case B, and lower load limits.  

From Figs. 9(a)-(c) and 10(a)-(c), it is obvious that MG policy C, using its power 

allocation adaptability, achieves a better mitigation of load divergences in comparison 

with MG policy A and B in the community’s MG. More specifically, in the case of the 

upper load limits, MG policy C creates maximum daily TB difference of 1061$ since it 

allocates all the power needs to the DG operation (i.e., the allocation percentage is equal 

to 0%). This daily TB difference is greater than or equal to the respective daily TBs of  

MG scenario A and B, which are equal to 0$ and 1061$, respectively. Similarly, in the 

case of lower load limits, MG scenario C presents its best daily TB difference result, 

which is equal to -1285$, when it allocates all the power lacking to the power grid. Again, 
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this daily TB is greater than or equal to the respective daily TB differences of  

MG scenario A and B, which are equal to -1286$ and -1723$, respectively.  

Actually, except for the upper and lower load limits, MG policy C efficiently imitates 

MG scenario B and A when load increases and decreases occur, respectively. 

In addition, observing the dependence of daily TB on the allocation percentage,  

it is obvious that the daily TB rapidly diminishes as the allocation percentage increases 

when load consumption increases too. This dependence is almost linear. Conversely,  

the daily TB presents almost stable behavior for different allocation percentages when 

load consumption decreases. For given type of load changes (either load consumption 

increase or decrease), these behaviors remain the same regardless of the corresponding 

change percentage. Anyway, MG policy C can adaptively and easily change its allocation 

percentage depending on the load conditions so that better financial performance of 

community’s MG can be achieved. 

Until now, it is proven that the HTE model succeeds in satisfying the daily power 

consumption of the community’s MG and in maintaining financially logical daily TB 

changes. Except for the daily power needs, the HTE model should maintain its daily TB 

change lower than p% for given power change p% in the daily load consumption. To 

examine this condition, in Table 2, the relevant difference of daily TB is investigated for 

different MG policies –i.e., MG policy A, MG policy B, MG policy C (0%),  

MG policy (50%), and MG policy (100%)– when different load conditions occur  

(i.e., upper, case A, baseline, case B and lower load limits). 

From Table 2, it is validated that for given power change p% in the daily load 

consumption, the community still satisfies its daily power needs while its daily TB 

change is maintained lower than p% in the majority of the load scenarios examined. 

Negligible divergences of the order of 0.5% occur only in the case B and lower load 

limits when MG policy B and MG policy C (0%) are adopted. On the contrary,  

MG policy A and MG policy C (50%) guarantee higher financial stability than the other 

examined MG policies. Thus, the HTE model can be considered as a  

quasi-stable economic system for all MG policies that are supported by its economic 

module. 

 

D. Scenario B and MG Policies 
 As it concerns the variable load conditions that can occur during the operation of 

a community’s MG, the economic module provides quick and convenient solutions in 

order to mitigate them. Nevertheless, the efficiency of the economic module should be 

examined when temporary power divergences occur in the power generation. The main 

power sources that suffer from intermittency and power uncertainty are wind and PV 

systems; say, the RES power production of the community’s MG. 

RES production fluctuations occur due to: (i) variable weather conditions that 

affect wind and PV production; (ii) forecast data deviations either in wind speed or in 

solar radiation; and (iii) technical issues concerning the equipment and installation of 

RESs. In order to examine the performance of MG policies against RES power 

generation instabilities, power production changes of the order of +20% (upper load 

limits) and -20% (lower load limits) compared with the power production of the baseline 

scenario are assumed during the whole day. These power production changes are 

investigated for wind, PV and total RES systems. 
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Table 2. Relevant difference of daily TB (%) versus different MG policies and load conditions. 
 Load conditions 

MG Policy Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

A 0% 0% 0% -6.6% -15.3% 

B 12.7% 4.9% 0% -10.3% -20.6% 

C (0%) 12.7% 4.9% 0% -10.3% -20.6% 

C (50%) 4.9% 2.5% 0% -8.1% -16.9% 

C (100%) 0% 0% 0% -6.6% -15.3% 

 

 

In Figs. 11(a)-(c), the cumulative daily TB of wind systems is plotted versus the 

time for the upper, baseline, and lower load limits when the MG policy A, B or C is 

adopted. Note that the power allocation between the power grid and the 

DG operation in MG policy C is assumed to be equal to 50%. In Figs. 12(a)-(c), 

respective plots are given in the case of the PV system while in Figs. 13(a)-(c), respective 

plots are given in the case of the total RES system. 

 From Figs. 11(a)-(c), 12(a)-(c) and 13(a)-(c), it is evident that the power changes 

of wind systems present higher TB impact in comparison with the respective ones of  

PV systems. This is due to the fact that the power production of wind systems extends  

during the whole day whereas the power production of PV systems is confined during the  

day hours. Anyway, regardless of the MG policy adopted, the TB impact of the power 

changes of the total RES system is significantly lower than the TB impact of load power 

changes (comparing with Figs. 6-8). 

 Although the daily TB fluctuations due to RES power production changes are 

generally low, MG policies A and B present the best TB results when RES power 

production increases and decreases, respectively. This is the opposite MG policy choice  

during the load changes. In brief, MG policy A is suitable for mitigating load decreases 

and RES power production increases whereas MG policy B is appropriate to counteract 

load increases and RES power production decreases. 

 As it has already been mentioned, adjusting its allocation percentage,  

MG policy C can efficiently deal with the RES power production increases and decreases. 

In Fig. 14(a), the daily TB is plotted versus the allocation percentage for the upper 

(+20%), case A (+10%), baseline, case B (-10%) and lower (-20%) RES power 

production when the MG policy C is adopted. In Fig. 14(b), the daily TB difference in 

comparison with the baseline scenario is drawn with respect to the allocation percentage 

when the MG policy C is applied for the upper, case A, baseline, case B. and lower RES 

power production.  

From Figs. 14(a) and (b), it is obvious that MG policy C exploiting its power 

allocation adaptability better mitigates RES power generation divergences in  
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Figure 11.  Daily TB versus time for the scenario B (wind system). (a) MG policy A.  
(b) MG policy B. (c) MG policy C (50%). 
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Figure 12.  Same as Fig. 11 but for PV systems. 
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Figure 13.  Same as Fig. 11 but for the total RES systems. 
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Figure 14.  Financial and differential financial metrics versus allocation percentage for the  

upper ( ), case A ( ), baseline ( ), case B ( ) and lower ( ) RES power 
production when MG policy C is adopted. (a) Daily TB. (b) Differential daily TB. 
 

 

comparison with MG policy A and B in community’s MG. Similarly to the behavior 

against load changes, in the case of the upper RES power generation limits, MG policy C 

creates maximum daily TB of 8629$ selling all the power surplus to the energy market 

(i.e., the allocation percentage is equal to 100%). This daily TB is greater or equal to the 

respective daily TB of MG scenario A and B. Similarly, in the case of lower RES power 

generation limits, MG scenario C presents its best daily TB result, which is equal to 

7987$, when it removes all the power lacking from the cheap kWh of the DG operation. 

Again, this daily TB is greater or equal to the respective daily TB of MG scenario A and 

B. Actually, the same behavior of MG policy C occurs when different RES power 

generation limits are considered.  

Moreover, the dependence of daily TB on the allocation percentage presents 

almost linear behavior regardless of the change of RES power production. Anyway,  

MG policy C can adaptively and easily change its allocation percentage depending on the 

RES production so that better financial performance of community’s MG is achieved. 

Similarly to load changes, the HTE model should maintain its daily TB change 

lower than p% for given RES power production change p%. To examine this condition, 

in Table 3, the relevant difference of daily TB is investigated with regard to the adopted 

MG policy –i.e., MG policy A, MG policy B, MG policy C (0%), MG policy (50%), and 

MG policy (100%)– when different RES power production conditions occur (i.e., upper, 

case A, baseline, case B, and lower load limits). 

From Table 3, it is verified that for given power change p% in the daily  

RES power production, the community still satisfies its daily power consumption while  
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Table 3. Relevant difference of daily TB (%) versus different MG policies and RES power 
production conditions. 

Relevant 

difference of 

daily TB (%) 

RES power production conditions 

MG Policy Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

A 3% 1.7% 0% -4.4% -8.8% 

B -0.5% -0.2% 0% -2.3% -4.7% 

C (0%) -0.5% -0.2% 0% -2.3% -4.7% 

C (50%) 1.4% 0.7% 0% -3.4% -6.8% 

C (100%) 3% 1.7% 0% -4.4% -8.8% 

 

 

its daily TB change is maintained lower than p% in all the RES power production cases  

examined. Actually, comparing Tables 2 and 3, the daily TB changes due to RES power 

production changes are significantly lower than the respective ones of the load 

consumption. Hence, the HTE model outlines an economic stable system for all  

MG policies that are supported by its economic module.  

 

E. Scenario C and MG Policies 
 Although the economic module succeeds in maintaining controllable daily TB 

changes for given power change either in load consumption or in RES power production, 

the performance of the economic module should be examined in the case of 

simultaneous changes in load consumption and in RES power generation. The combined 

changes define a significantly more complicated power situation but this is a more 

realistic operation scenario for community’s MGs. 

To further investigate the behavior of the economic module, various combinations 

of scenarios A and B are examined. More specifically, in Figs. 15(a)-(e), the  

daily TB difference is plotted versus the RES power production change percentage and 

load change percentage for representative policies of the economic module  

–i.e., MG policy A, MG policy B, MG policy C (0%), MG policy (50%), and  

MG policy (100%)–, respectively. Note that the RES power production change 

percentage and load change percentage present the relative change percentages in relation 

with the respective baseline scenario. 
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Figure 15.  Daily TB difference versus RES power production change percentage and load 
change percentage when different MG policies are applied in comparison with the baseline 
scenario. (a) MG policy A. (b) MG policy B. (c) MG policy C (0%). (d) MG policy C (50%).  
(e) MG policy C (100%). 
 

 

 From Figs 15(a)-(e), it is verified that the TB performance is more influenced by 

the load changes rather than RES power production regardless of the MG policy followed. 

Actually, exploiting the energy arbitrage and the practicability of the economic module, 

significant TB benefits could occur in comparison with the TB of the baseline scenario. 

The aforementioned observations allow the communities to consider a relatively stable 

daily TB from community’s MGs. 

 As it concerns the examined MG policies, the maximum daily TB difference of 

MG policy A, B, C (0%), C (50%), and C (100%) is equal to 737$, 1233$, 1233$, 978$, 

and 738$, respectively, whereas the minimum daily TB difference of MG policy A, B, C 

(0%), C (50%), and C (100%) is equal to -1361$, -1762$, -1762$, -1496$, and -1361$, 

respectively. Hence, the MG policy C (50%) offers the middle solution among the 

available MG policies. This is also validated by the mean daily TB difference; the mean 

daily TB difference of MG policy A, B, C (0%), C (50%), and C (100%) is equal to  

-331$, -211$, -211$, -269$, and -330$, respectively. Anyway, the allocation percentage 

of  MG policy C can be adjusted in order to guarantee a fixed daily TB taking under 

consideration the imminent load consumption and RES generation changes via short-term 

predictions. 
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Despite the encouraging TB results, the HTE model should also maintain its  

daily TB change lower than p% for given RES power production change p1% and  

load change p2% where p is the maximum absolute percentage of p1 and p2. To examine 

this condition, in Table 4, the relevant difference of daily TB is reported with regard to 

the adopted MG policy –i.e., MG policy A, MG policy B, MG policy C (0%),  

MG policy (50%), and MG policy (100%)– when different combinations of RES power 

production (i.e., upper, case A, baseline, case B, and lower RES power production limits) 

and load (i.e., upper, case A, baseline, case B, and lower load limits) conditions occur. 

From Table 4, it is validated that for given p% power changes in the daily load 

consumption and RES power production, the community still satisfies its daily power 

needs while its daily TB change is maintained lower than p% in the vast majority of the 

cases examined. Few exceptions of the order of 0.5% only occur during lower load 

conditions when MG policy B and MG policy C (0%) are adopted. Anyway,  

MG policy C is proven to offer the required financial stability to the communities for all 

the cases examined. Therefore, the HTE model can confront complicated conditions of 

power consumption and generation, however, maintaining its financial stability for the 

MG policies that are supported by its economic module.  

 

F. Practical Application Limits of the HTE Model 
 Apart from its financial performance, the practical efficiency of the economic 

module of the HTE model is assessed with regard to the mitigated range of load changes. 

Actually, the practicability of the economic module and, consequently, of the HTE model 

reaches up to the point that the technical constraints of the technical module that regulate 

the operation of community’s MG still are satisfied. Therefore, the practical efficiency of 

the economic module of the HTE model is assessed with regard to the mitigated range of 

RES power production and load consumption. Towards that direction, the violations of 

technical constraints are plotted versus the RES power production change percentage and 

load change percentage for the representative policies of the economic module  

–i.e., MG policy A, MG policy B, MG policy C (0%), MG policy (50%), and  

MG policy (100%)– in Figs. 16(a)-(e), respectively. Note that the technical constraints 

are equal to 24; say, one technical constraint corresponds to each operation hour. 

 From Figs. 16(a)-(e), certain remarks concerning the practical limits of the 

economic module can be pointed out: 

 Regardless of the considered MG policy, the economic module successfully 

mitigates load differences that range from -47% to +26% with respect to the load 

consumption of the baseline scenario. Actually, this great range of  

load fluctuations covers the vast majority of load conditions that may occur 

during the operational life of a community’s MG. Therefore, the adoption of the 

economic module of the HTE model during the community’s MG operation 

becomes a realistic scenario. 

 The economic module better counteracts load decreases rather than load increases. 

This is due to the fact that the technical module has already heavily burdened 

either several operating DGs or the power grid in order to reduce costs instead of 

equally allocating the load needs. Hence, the economic module more easily 

unloads than allocates load needs. 
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Table 4. Relevant difference of daily TB (%) versus different MG policies, RES power production 
conditions and load conditions. 
 
MG policy A RES power production conditions 

Load 

conditions 

Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

Upper 

(+20%) 

8.8% 4.4% 0% -4.4% -9.2% 

Case A 

(+10%) 

8.5% 4.4% 0% -4.4% -8.8% 

Baseline 

(0%) 

3% 1.7% 0 -4.4% -8.8% 

Case B 

(-10%) 

-5.7% -6% -6.6% -7.8% -9.5% 

Lower 

(-20%) 

-15.5% -15.3% -15.3% -15.5% -16.2% 

 

MG policy B RES power production conditions 

Load 

conditions 

Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

Upper 

(+20%) 

14.7% 13.1% 12.7% 12.2% 11.6% 

Case A 

(+10%) 

9.2% 7.3% 4.9% 3.4% 2.9% 

Baseline 

(0%) 

-0.5% -0.2% 0% -2.3% -4.7% 

Case B 

(-10%) 

-10.7% -10.5% -10.3% -10% -10.2% 

Lower 

(-20%) 

-21% -20.8% -20.6% -20.3% -20% 

 



 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 168 

 

MG policy C 

(0%) 

RES power production conditions 

Load 

conditions 

Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

Upper 

(+20%) 

14.7% 13.2% 12.7% 12.2% 11.6% 

Case A 

(+10%) 

9.2% 7.3% 4.9% 3.4% 2.9% 

Baseline 

(0%) 

-0.5% -0.2% 0% -2.3% -4.7% 

Case B 

(-10%) 

-10.7% -10.5% -10.3% -10% -10.2% 

Lower 

(-20%) 

-21% -20.8% -20.6% -20.3% -20% 

 

MG policy C 

(50%) 

RES power production conditions 

Load 

conditions 

Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

Upper 

(+20%) 

11.7% 8.3% 4.9% 1.7% -1% 

Case A 

(+10%) 

8.9% 5.8% 2.5% -0.9% -4.3% 

Baseline 

(0%) 

1.4% 0.7% 0 -3.4% -6.8% 

Case B 

(-10%) 

-7.2% -7.5% -8.1% -8.8% -9.9% 

Lower 

(-20%) 

-16.5% -16.6% -16.9% -17.3% -17.8% 
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MG policy C 

(100%) 

RES power production conditions 

Load 

conditions 

Upper 

(+20%) 

Case A 

(+10%) 

Baseline 

(0%) 

Case B 

(-10%) 

Lower 

(-20%) 

Upper 

(+20%) 

8.8% 4.4% 0% -4.4% -8.8% 

Case A 

(+10%) 

8.5% 4.4% 0% -4.4% -8.8% 

Baseline 

(0%) 

3% 1.7% 0% -4.4% -8.8% 

Case B 

(-10%) 

-5.7% -5.9% -6.6% -7.8% -9.5% 

Lower 

(-20%) 

-15.5% -15.3% -15.3% -15.5% -16.2% 
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Figure 16.  Technical constraint violations versus the RES power production change percentage 
and load change percentage when different MG policies are applied. (a) MG policy A.  
(b) MG policy B. (c) MG policy C (0%). (d) MG policy C (50%). (e) MG policy C (100%). 
 

 

 Although MG policy C presents favorable characteristics concerning its  

TB performance and its financial stability, it suffers from high rate of technical 

constraint violations as load fluctuations significantly increase. In fact, a trade-off 

between TB and technical constraint violations is highlighted that is also observed 

in MG policy A and B: As the load increases, MG policy B demonstrates higher 

TB and higher number of technical constraint violations in comparison with the 

respective values of MG policy A.   

 As it concerns the RES power production change percentage, it is demonstrated 

that the economic module successfully achieves to mitigate RES power 

production differences that range from -49% to 94% with respect to the RES 

power production of the baseline scenario. Actually, this range is significantly 

larger than the respective one of load fluctuations and practically allows the 

exclusive power change management of RESs through the economic module of 

the HTE model.  

 In contrast with the load changes, the economic module can comfortably 

counteract either RES power production increases or decreases. This is due to the 

fact that the RES production changes are significantly lower in absolute numbers 

than those of load consumption. However, the trade-off between TB and technical 
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constraint violations is also observed in RES systems among different  

MG policies supported by the economic module.   

 In the case of the combined fluctuations of load consumption and RES power 

production, it is shown that economic module achieves to cope with a great range 

of potential generation and consumption cases in the community’s MG life.  

More specifically, the economic module succeeds in bypassing the technical 

module of the HTE model (i.e., the technical constraint violations are equal to 

zero) in the 52.4%, 44.7%, 44.7%, 34.7%, and 34.2% of the cases when MG 

policy A, MG policy B, MG policy C (0%), MG policy (50%), and MG policy 

(100%) is applied, respectively. Hence, apart from the financial stability, 

economic module can successfully mitigate great changes either in power 

production or in power consumption. 

 

 

VII. General Remarks and Future Work 
 Already verified in [49], [52], the technical module of the HTE model can 

successfully describe the behavior of a community’s MG. This description is accurate 

and can predict either the exact power profile of the community’s MG or the financial 

daily flows that mainly interest the community authorities. Actually, based on the 

maximization of the daily TB, the technical module exploits either the low-cost energy 

production of available ESS/DG/RES outputs or the financial energy arbitrage or the 

energy sale to the consumers [9], [17], [19], [32], [49], [52], [62], [63].  

 However, the application of the technical module requires sophisticated software 

packages or specialized personnel that discourage the communities since these issues 

critically deteriorate the community’s budget. In order to promote a more tempting  

MG proposal for the communities, the main interest of this paper is to present a 

simplified but quasi-accurate method that can bypass either the costs for the licenses of 

the sophisticated MG software packages or the hiring of employees. The proposed 

economic module of the HTE model overrides the aforementioned financial obstacles 

presenting satisfactory immunity against various load consumption and RES power 

generation conditions that can occur during community’s MG operation. 

 As it concerns the future work, the apparently positive correlation between PV 

generation profile and wind generation one is going to be examined on the basis of the 

technical module. Especially, if these profiles are indeed positively correlated, through 

the economic trade-off relations proposed by the HTE model, the RES diversification of 

investing only in one RES system with the lower cost is going to be investigated.  

However, the main future research interest is going to focus on the economic 

module. Except for the simplified MG policies such as MG policy A and B,  

MG policy C offers the required system adaptability against the stochastic nature of the 

involved power consumption and power generation problems of the community’s MG.  

First, further investigation is going to be made towards the trade-off between TB and 

allocation percentage. Adaptively adjusting the allocation percentage, a fixed TB can be 

achieved. A fixed cash flow can be a catching argument to the communities in order to 

install community’s MGs. Second, the energy arbitrage may be further enhanced by 

exploiting the energy trade among power grid, ESS systems and consumers;  

through ESS farms, communities can strongly stimulate their local economies since they 

can consolidate for themselves the role of energy middleman between power grid and 

consumers. Third, despite the fact that MG policy C succeeds in offering a satisfactory 
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TB compromise and financial stability, there is a significant number of improvements to 

be made. These improvements are concentrated on the TB performance and on the 

algorithm and the code simplicity. More simplified MG policies are required so that their 

interpretation and compiling can be realized in open source platforms and various 

operating systems. Hence, future MG policies, which are based on the economic module 

and are going to be proposed, should avoid the heavy technical packages and special 

compilers. Fourth, the economic module should incorporate the DG and ESS operation in 

a way that allows the bypassing of technical module. Thus, the community’s MG 

problem will transform from a technical issue into a techno-economic case.  

Among the future fields of research, sophisticated technologies, new simulators, 

and operational strategies are emerging to help community’s MGs mitigate load power 

consumption through energy efficiency improvements such as participation in demand 

response (DR) programs, peak load management initiatives, and the terminal 

scheduling/control via non-intrusive operations [88]-[91]. More specifically, recent 

efforts focus on making buildings “smarter” by adaptively controlling power 

consumption in areas such as lighting [92], electric heating, ventilation and air 

conditioning (HVAC) [93], [94] and information infrastructure [95] within buildings. 

Building smart offices [96], smart hospitals [97], [98] and smart universities [99], [100] is 

an emerging trend that encompasses Weiser’s ubiquitous/pervasive computing concept 

[101] through the seamless integration of technologies [100]. Finally, the combined 

operation of community’s MGs with other supported communications networks can also 

significantly improve the economic performance of MGs [102]-[107]. At the same time, 

the development of new ad-hoc power allocation algorithms and financial trade-off 

curves for community’s MGs at a local and daily basis as well as their fairness and 

stability when various fluctuations occur in the MG surrounding environment define 

another two critical community’s MG research topics [108]-[114]. 

 

 

VIII. Conclusions 
 In this paper, the potential of financially stimulating the local economies of 

communities, which suffer from the financial and economic crisis, through the 

installation of community’s MGs has been examined. To assess the power and economic 

impact of community’s MGs, the HTE model that consists of the technical and the 

economic module has been proposed. 

 Based on its well-validated technical module, the HTE model is able to accurately 

estimate the power production/consumption profile and the economic gains/costs/benefits 

of community’s MGs. Then, based on the proposed economic module, the HTE model 

succeeds in quickly and accurately estimating the impact of load changes, RES power 

production changes and their combined presence on the power profile and cost-benefit 

analysis of community’s MGs. Actually, the strong points of the HTE model derive from 

its newly proposed economic module; through its supported MG policies, the economic 

module permits: (i) the operation of community’s MGs without additional costs regarding 

specialized personnel hiring; (ii) the bypassing of the mathematically complicated 

technical module; and (iii) the rapid, open-access and easy execution of its algorithm 

from non-specialist employees of the community.  

 Except for the aforementioned theoretical reports concerning the performance and 

practicability of the HTE model, a significant number of findings concerning the 

economic performance of community’s MGs has been demonstrated, namely:  
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(i) During a typical day and in accordance with the baseline scenario, the daily TB of a 

community’s MG can reach up to 8500$. Except for this high financial benefit,  

the proven financial stability is a critical factor regarding the promotion of MG concept to 

communities; (ii) The numerical results have validated that MG policies, which are 

supported by the economic module, preserves the financial stability of the  

community’s MGs even if load consumption and RES power production changes range 

from -20% to 20%; (iii) Algorithmically simpler and more adaptive MG policies can be 

proposed using the economic module; (iv) Load changes have greater impact on the 

economic performance of community’s MGs rather than RES power production changes;  

(v) Power changes of wind systems present higher TB impact on the economic 

performance of community’s MGs in comparison with the respective ones of  

PV systems; and (vi) The economic module can be operational and can comfortably 

replace the technical module for load differences and RES power production differences 

that range from -47% to 26% and from -49% to 94% compared with the baseline scenario, 

respectively. 

 Finally, by applying the HTE model, community’s MGs have been proven to be 

feasible technological solutions for stimulating local economies since they can define 

significant additional incomes for communities. Therefore, apart from the ecological 

awareness and great smart grid potential, communities obtain an efficient remedy against 

the financial consequences of the economic and financial crisis. 
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[51] Kienzle, F., Ahčin, P., and Andersson, G. (2011). Valuing Investments in Multi-

Energy Conversion, Storage, and Demand-Side Management Systems under 

Uncertainty. Sustainable Energy, IEEE Transactions on, 2(2), 194-202. DOI: 

10.1109/tste.2011.2106228  

[52] Chen, S. X., Gooi, H. B., and Wang, M. (2012). Sizing of energy storage for 

microgrids. Smart Grid, IEEE Transactions on, 3(1), 142-151. DOI: 

10.1109/TSG.2011.2160745 

[53] Gohn, B., and Wheelock, C. (2010). Smart Grid: Ten trends to watch in 2011 and 

beyond. Texas Institute for Sustainable Technology Research, Tech. Rep. 

http://www.sbdi.co.kr/email/2010/20101028/[Pike-

Research]_White_Paper_Smart-grid-ten-trends-to-watch-in-2011-and-beyond.pdf 

(Accessed on 09/11/15).  

[54] Sobieski, D. W., and Bhavaraju, M. P. (1985). An Economic Assessment of 

Battery Storage in Electric Utility Systems. Power Engineering Review, IEEE, 

PER-5(12), 40-40. DOI: 10.1109/mper.1985.5528621 

[55] Fabjan, C., Garche, J., Harrer, B., Jörissen, L., Kolbeck, C., Philippi, F., Tomazic, 

G., and Wagner, F. (2001). The vanadium redox-battery: an efficient storage unit 

for photovoltaic systems. Electrochimica Acta, 47(5), 825-831. DOI: 

10.1016/S0013-4686(01)00763-0  

[56] Su, W. F., Huang, S. J., and Lin, C. E. (2001). Economic analysis for demand-side 

hybrid photovoltaic and battery energy storage system. Industry Applications, 

IEEE Transactions on, 37(1), 171-177. DOI: 10.1109/28.903143 

[57] Butler, P. C., Iannucci, J., and Eyer, J. (2003). Innovative business cases for 

energy storage in a restructured electricity marketplace,” Sandia National 

Laboratories Tech. Rep., SAND2003-0362. http://www.prod.sandia.gov/cgi-

bin/techlib/access-control.pl/2003/030362.pdf (Accessed on 09/11/15).  

[58] Schoenung, S., and Hassenzahl, W. (2003) “Long vs short term energy storage 

technologies analysis,” Sandia National Laboratories Tech. Rep., SAND2003-

http://prod.sandia.gov/techlib/access-control.cgi/2004/046177.pdf
http://prod.sandia.gov/techlib/access-control.cgi/2004/046177.pdf
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Kienzle%2C%20F..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Ahc%26%23x030C%3Bin%2C%20P..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Andersson%2C%20G..QT.&newsearch=true
http://www.sbdi.co.kr/email/2010/20101028/%5bPike-Research%5d_White_Paper_Smart-grid-ten-trends-to-watch-in-2011-and-beyond.pdf
http://www.sbdi.co.kr/email/2010/20101028/%5bPike-Research%5d_White_Paper_Smart-grid-ten-trends-to-watch-in-2011-and-beyond.pdf
http://www.prod.sandia.gov/cgi-bin/techlib/access-control.pl/2003/030362.pdf
http://www.prod.sandia.gov/cgi-bin/techlib/access-control.pl/2003/030362.pdf


 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 180 

 

2783. http://www.prod.sandia.gov/cgi-bin/techlib/access-

control.pl/2003/032783.pdf (Accessed on 09/11/15).  

[59] Graves, F., Jenkin, T., and Murphy, D. (1999). Opportunities for Electricity 

Storage in Deregulating Markets. The Electricity Journal, 12(8), 46-56. DOI: 

10.1016/S1040-6190(99)00071-8  

[60] Perekhodtsev, D. (2004). Two essays on problems of deregulated electricity 

markets (Doctoral dissertation, Carnegie Mellon University). 

http://wpweb2.tepper.cmu.edu/ceic/theses/Dmitri_Perekhodtsev_PhD_Thesis_200

4.pdf (Accessed on 09/11/15).  

[61] Eckroad, S., and Gyuk, I. (2003). EPRI-DOE handbook of energy storage for 

transmission & distribution applications. Electric Power Research Institute, Inc. 

http://www.sandia.gov/ess/publications/ESHB%201001834%20reduced%20size.

pdf (Accessed on 09/11/15).  

[62] Perez, E., Beltran, H., Aparicio, N., and Rodriguez, P. (2013). Predictive Power 

Control for PV Plants with Energy Storage. Sustainable Energy, IEEE 

Transactions on, 4(2), 482-490. DOI: 10.1109/tste.2012.2210255  

[63] Sechilariu, M., Baochao, W., and Locment, F. (2013). Building Integrated 

Photovoltaic System with Energy Storage and Smart Grid Communication. 

Industrial Electronics, IEEE Transactions on, 60(4), 1607-1618. DOI: 

10.1109/tie.2012.2222852  

[64] Lyapunov, A. M. (1992). The general problem of the stability of motion. 

International Journal of Control, 55(3), 531-534. DOI: 

10.1080/00207179208934253  

[65] Wang, X. Y., Vilathgamuwa, D., and Choi, S. S. (2008). Determination of battery 

storage capacity in energy buffer for wind farm. Energy Conversion, IEEE 

Transactions on, 23(3), 868-878. DOI: 10.1109/TEC.2008.921556 

[66] Beltran, H., Perez, E., Aparicio, N., and Rodriguez, P. (2013). Daily Solar Energy 

Estimation for Minimizing Energy Storage Requirements in PV Power Plants. 

Sustainable Energy, IEEE Transactions on, 4(2), 474-481. DOI: 

10.1109/tste.2012.2206413  

[67] Halamay, D. A., Brekken, T. K. A., Simmons, A., and McArthur, S. (2011). 

Reserve Requirement Impacts of Large-Scale Integration of Wind, Solar, and 

Ocean Wave Power Generation. Sustainable Energy, IEEE Transactions on, 2(3), 

321-328. DOI: 10.1109/tste.2011.2114902  

[68] Nourai, A., and Kearns, D. (2010). Batteries Included. Power and Energy 

Magazine, IEEE, 8(2), 49-54. DOI: 10.1109/mpe.2009.935555  

[69] Teleke, S., Baran, M. E., Bhattacharya, S., and Huang, A. Q. (2010). Rule-Based 

Control of Battery Energy Storage for Dispatching Intermittent Renewable 

Sources. Sustainable Energy, IEEE Transactions on, 1(3), 117-124. DOI: 

10.1109/tste.2010.2061880  

[70] Denholm, P., and Margolis, R. M. (2007). Evaluating the limits of solar 

photovoltaics (PV) in electric power systems utilizing energy storage and other 

enabling technologies. Energy Policy, 35(9), 4424-4433. DOI: 

10.1016/j.enpol.2007.03.004  

[71] Energy Information Administration, (2011). Annual energy outlook 2011. 

http://www.eia.doe.gov/oiaf/aeo/index.html (Accessed on 09/11/15).  

http://www.prod.sandia.gov/cgi-bin/techlib/access-control.pl/2003/032783.pdf
http://www.prod.sandia.gov/cgi-bin/techlib/access-control.pl/2003/032783.pdf
http://wpweb2.tepper.cmu.edu/ceic/theses/Dmitri_Perekhodtsev_PhD_Thesis_2004.pdf
http://wpweb2.tepper.cmu.edu/ceic/theses/Dmitri_Perekhodtsev_PhD_Thesis_2004.pdf
http://www.sandia.gov/ess/publications/ESHB%201001834%20reduced%20size.pdf
http://www.sandia.gov/ess/publications/ESHB%201001834%20reduced%20size.pdf
http://www.eia.doe.gov/oiaf/aeo/index.html


 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 181 

 

[72] Billinton, R., Chen, H., and Ghajar, R. (1996). Time-series models for reliability 

evaluation of power systems including wind energy. Microelectronics Reliability, 

36(9), 1253-1261. DOI: 10.1016/0026-2714(95)00154-9  

[73] Hoff, J. L., Townsend, L. W., and Hines, J. W. (2003). Prediction of energetic 

solar particle event dose-time profiles using artificial neural networks. Nuclear 

Science, IEEE Transactions on, 50(6), 2296-2300. DOI: 10.1109/tns.2003.821817  

[74] Sideratos, G., and Hatziargyriou, N. D. (2007). An Advanced Statistical Method 

for Wind Power Forecasting. Power Systems, IEEE Transactions on, 22(1), 258-

265. DOI: 10.1109/tpwrs.2006.889078  

[75] Tao, C., Shanxu, D., and Changsong, C. (2010). Forecasting power output for 

grid-connected photovoltaic power system without using solar radiation 

measurement. In: Proc., Power Electronics for Distributed Generation Systems 

(PEDG), 2010 2nd IEEE International Symposium on, pp: 773-777. DOI: 

10.1109/pedg.2010.5545754 

[76] Ernst, B., Oakleaf, B., Ahlstrom, M. L., Lange, M., Moehrlen, C., Lange, B., 

Focken, U., and Rohrig, K. (2007). Predicting the Wind. Power and Energy 

Magazine, IEEE, 5(6), 78-89. DOI: 10.1109/mpe.2007.906306  

[77] Xiao, W., Lind, M. G. J., Dunford, W. G., and Capel, A. (2006). Real-Time 

Identification of Optimal Operating Points in Photovoltaic Power Systems. 

Industrial Electronics, IEEE Transactions on, 53(4), 1017-1026. DOI: 

10.1109/tie.2006.878355 

[78] Soder, L. Simulation of wind speed forecast errors for operation planning of 

multiarea power systems. In: Proc., Probabilistic Methods Applied to Power 

Systems, 2004 International Conference on, pp: 723-728.  

[79] Kirawanich, P., and O'Connell, R. M. Potential harmonic impact of a residential 

utility-interactive photovoltaic system. In: Proc., Harmonics and Quality of 

Power, 2000. Proceedings. Ninth International Conference on, pp: 983-987 vol.3. 

DOI: 10.1109/ichqp.2000.896862  

[80] Ruey-Hsun, L., and Jian-Hao, L. (2007). A Fuzzy-Optimization Approach for 

Generation Scheduling With Wind and Solar Energy Systems. Power Systems, 

IEEE Transactions on, 22(4), 1665-1674. DOI: 10.1109/tpwrs.2007.907527  

[81] Barbounis, T. G., Theocharis, J. B., Alexiadis, M. C., and Dokopoulos, P. S. 

(2006). Long-term wind speed and power forecasting using local recurrent neural 

network models. Energy Conversion, IEEE Transactions on, 21(1), 273-284. DOI: 

10.1109/tec.2005.847954  

[82] Borowy, B. S., and Salameh, Z. M. (1994). Optimum photovoltaic array size for a 

hybrid wind/PV system. Energy Conversion, IEEE Transactions on, 9(3), 482-

488. DOI: 10.1109/60.326466  

[83] Denholm, P., Ela, E., Kirby, B., and Milligan, M. (2010). The role of energy 

storage with renewable electricity generation. National Renewable Energy 

Laboratory, Tec. Rep NREL/TP-6A2-47187. 

http://digitalscholarship.unlv.edu/renew_pubs/5/ (Accessed on 09/12/15).   

[84] Hatziargyriou, N., Asano, H., Iravani, R., and Marnay, C. (2007). Microgrids. 

Power and Energy Magazine, IEEE, 5(4), 78-94. DOI: 

10.1109/mpae.2007.376583 

[85] Andersson, G., Donalek, P., Farmer, R., Hatziargyriou, N., Kamwa, I., Kundur, P., 

Martins, N., Paserba, J., Pourbeik, P., Sanchez-Gasca, J., Schulz, R., Stankovic, 

A., Taylor, C., and Vittal, V. (2005). Causes of the 2003 major grid blackouts in 

http://digitalscholarship.unlv.edu/renew_pubs/5/


 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 182 

 

North America and Europe, and recommended means to improve system dynamic 

performance. Power Systems, IEEE Transactions on, 20(4), 1922-1928. DOI: 

10.1109/tpwrs.2005.857942 

[86] Katiraei, F., Iravani, R., Hatziargyriou, N., and Dimeas, A. (2008). Microgrids 

management. Power and Energy Magazine, IEEE, 6(3), 54-65. DOI: 

10.1109/mpe.2008.918702  

[87] Lopes, J. A. P., Hatziargyriou, N., Mutale, J., Djapic, P., and Jenkins, N. (2007). 

Integrating distributed generation into electric power systems: A review of drivers, 

challenges and opportunities. Electric Power Systems Research, 77(9), 1189-1203. 

DOI: 10.1016/j.epsr.2006.08.016  

[88] Munson, M., Jaskulski, G., and Thomas, C. (2011). If These Walls Could Think. 

Power and Energy Magazine, IEEE, 9(1), 50-55. DOI: 10.1109/mpe.2010.939163  

 

[89] Morvaj, B., Lugaric, L., and Krajcar, S. Demonstrating smart buildings and smart 

grid features in a smart energy city. In: Proc., Energetics (IYCE), Proceedings of 

the 2011 3rd International Youth Conference on, pp: 1-8.  

[90] Moss Kanter, R., and Litow, S. S. (2009). Informed and interconnected: A 

manifesto for smarter cities. Harvard Business School General Management Unit 

Working Paper, (09-141). http://www.hbs.edu/research/pdf/09-141.pdf (Accessed 

on 09/12/15).  

[91] Mohagheghi, S., Stoupis, J., Zhenyuan, W., Zhao, L., and Kazemzadeh, H. 

Demand Response Architecture: Integration into the Distribution Management 

System. In: Proc., Smart Grid Communications (SmartGridComm), 2010 First 

IEEE International Conference on, pp: 501-506. DOI: 

10.1109/smartgrid.2010.5622094  

[92] Delaney, D. T., O'Hare, G. M., and Ruzzelli, A. G. (2009, 

November).  Evaluation of energy-efficiency in lighting systems using sensor 

networks. In Proc. ACM Workshop on Embedded Sensing Systems for Energy-

Efficiency in Buildings, Berkeley, CA, USA, pp. 61–66. 

[93] Erickson, V. L., Lin, Y., Kamthe, A., Brahme, R., Surana, A., Cerpa, A. E., and 

Narayanan, S. (2009). Energy efficient building environment control strategies 

using real-time occupancy measurements. In Proc. ACM Workshop on Embedded 

Sensing Systems for Energy-Efficiency in Buildings, Berkeley, CA, USA, pp. 19–

24. 

[94] Gao, G., and Whitehouse, K. (2009). The self-programming thermostat: 

optimizing setback schedules based on home occupancy patterns. In Proc. ACM 

Workshop on Embedded Sensing Systems for Energy-Efficiency in Buildings, 

Berkeley, CA, USA, pp. 67–72. 

[95] Agarwal, Y., Balaji, B., Gupta, R., Lyles, J., Wei, M., and Weng, T. 

(2010).  Occupancy-driven energy management for smart building automation. In 

Proc. ACM Workshop on Embedded Sensing Systems For Energy-Efficiency In 

Buildings, Zurich, Switzerland, pp. 1–6.  

[96] Le Gal, C., Martin, J., Lux, A., and Crowley, J. L. (2001). SmartOffice: design of 

an intelligent environment. Intelligent Systems, IEEE, 16(4), 60-66. DOI: 

10.1109/5254.941359  

[97] Fuhrer, P., and Guinard, D. (2006). Building a Smart Hospital using RFID 

Technologies. ECEH, 91, 131-142.  

http://www.hbs.edu/research/pdf/09-141.pdf


 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 183 

 

[98] Al Nahas, H., and Deogun, J. S. Radio Frequency Identification Applications in 

Smart Hospitals. In: Proc., Computer-Based Medical Systems, 2007. CBMS '07. 

Twentieth IEEE International Symposium on, pp: 337-342. DOI: 

10.1109/cbms.2007.90  

[99] Stavropoulos, T., Tsioliaridou, A., Koutitas, G., Vrakas, D., and Vlahavas, I. 

(2010). System Architecture for a Smart University Building. In: Artificial Neural 

Networks – ICANN 2010, K. Diamantaras, et al., eds., Springer Berlin Heidelberg, 

pp: 477-482. DOI: 10.1007/978-3-642-15825-4_64  

[100] Aqeel ur, R., Abbasi, A. Z., and Shaikh, Z. A. (2008). Building a Smart 

University Using RFID Technology. In: Proc., Computer Science and Software 

Engineering, 2008 International Conference on, pp: 641-644. DOI: 

10.1109/csse.2008.1528  

[101] Weiser, M. (2009). The computer of the 21st century. Scientific American, 265(3): 

66-75. DOI: 10.1038/scientificamerican0991-94 

[102] Bravos, G., and Kanatas, A. G. Energy consumption and trade-offs on wireless 

sensor networks. In: Proc., Personal, Indoor and Mobile Radio Communications, 

2005. PIMRC 2005. IEEE 16th International Symposium on, pp: 1279-1283 Vol. 

2. DOI: 10.1109/pimrc.2005.1651647  

[103] Lazaropoulos, A. G. (2014). Wireless Sensor Network Design for Transmission 

Line Monitoring, Metering, and Controlling: Introducing Broadband over Power 

Lines-Enhanced Network Model (BPLeNM). ISRN Power Engineering, vol. 2014, 

Article ID 894628, 22 pages. DOI:10.1155/2014/894628 

[104] Lazaropoulos, A. G. (2014). Wireless Sensors and Broadband over PowerLines 

Networks: The Performance of Broadband over PowerLines-enhanced Network 

Model (BPLeNM). Transaction on IoT and Cloud Computing, 2(2), 9-37. 

[105] Bibi, S., Katsaros, D., and Bozanis, P. Application Development: Fly to the 

Clouds or Stay In-house? In: Proc., Enabling Technologies: Infrastructures for 

Collaborative Enterprises (WETICE), 2010 19th IEEE International Workshop on, 

pp: 60-65. DOI: 10.1109/wetice.2010.16 

[106] Giokas, D. I., and Pentzaropoulos, G. C. (2008). Efficiency ranking of the OECD 

member states in the area of telecommunications: A composite AHP/DEA study. 

Telecommunications Policy, 32(9–10), 672-685. DOI: 

10.1016/j.telpol.2008.07.007  

[107] Lazaropoulos, A. G. (2013). Practical coupled resonators in domino arrangements 

for power transmission and distribution: replacing step-down power transformers 

and their branches across the power grid. Journal of Energy, vol. 2013, Article ID 

795835, pp. 1-25, 2013. DOI: 10.1155/2013/795835 

[108] Kontogianni, A., Skourtos, M., and Papandreou, A. (2006). Shared Waters—

shared Responsibility. Application of the Principles of Fairness for Burden 

Sharing in the Mediterranean. International Environmental Agreements: Politics, 

Law and Economics, 6(2), 209-230. DOI: 10.1007/s10784-006-9006-2 

[109] Athanasiou, G., Karafyllis, I., and Kotsios, S. (2008). Price stabilization using 

buffer stocks. Journal of Economic Dynamics and Control, 32(4), 1212-1235. 

DOI: 10.1016/j.jedc.2007.05.004 

[110] Papakonstantinou, S. S., and Demetriou, I. C. (2014). Data Engineering by the 

Best l1 Convex Data Fitting Method. In Proceedings of the World Congress on 

Engineering, vol. 1, London, UK. 



 

Peer-Reviewed Article   Trends in Renewable Energy, 1 

 

 

Tr Ren Energy, 2015, Vol.1, No.3, 131-184. doi: 10.17737/tre.2015.1.3.0014 184 

 

[111] Lazaropoulos, A. G. (2015). Policies for Carbon Energy Footprint Reduction of 

Overhead Multiple-Input Multiple-Output High Voltage Broadband over Power 

Lines Networks. Trends in Renewable Energy, 1(2), 87-118. DOI: 

10.17737/tre.2015.1.2.0011  

[112] Kotsios, S. Stabilization of certain discrete volterra systems an algorithmic 

approach. In: Proc., Informatics in Control, Automation and Robotics (ICINCO), 

2014 11th International Conference on, pp: 629-634.  

[113] Demetriou, I. C. (1995). Algorithm 742: L2CXFT: a Fortran subroutine for least-

squares data fitting with nonnegative second divided differences. ACM 

Transactions on Mathematical Software (TOMS), 21(1), 98-110.  

[114] Demetriou, I. C. (2015). An Example of Peak Finding in Univariate Data by Least 

Squares Approximation and Restrictions on the Signs of the First Differences. In 

Proceedings of the World Congress on Engineering, vol. 2, London, UK.  

 

 

Article copyright: © 2015 Athanasios G. Lazaropoulos and Panagiotis Lazaropoulos. 

This is an open access article distributed under the terms of the Creative Commons 

Attribution 4.0 International License, which permits unrestricted use and distribution 

provided the original author and source are credited.  

 
 

 

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Trends in Renewable Energy 
OPEN ACCESS ISSN: 2376-2144 

Peer-Reviewed Review Article   futureenergysp.com/index.php/tre 

 

 

*Corresponding author: lihongliang@zzu.edu.cn, chunchang@zzu.edu.cn          185 

Tr Ren Energy, 2015, Vol.1, No.3, 185-197. doi:10.17737/tre.2015.1.3.0016 

 

Prospects for Bioethanol Production from Macroalgae  
 

Junying Chen1,2, Jing Bai1,2, Hongliang Li1,2 *, Chun Chang1,2 *, Shuqi Fang1,2    

 
1: School of Chemical Engineering and Energy, Zhengzhou University, China;  

2: Engineering Laboratory of Henan Province for Biorefinery Technology and Equipment, Zhengzhou, 

China 

 

Received September 19, 2015; Accepted October 10, 2015; Published October 11, 2015 

 
Macroalgae (mainly marine macroalgae, i.e. seaweeds) are considered 
as a very promising source for bioethanol production, because they have 
high carbohydrate contents, superior productivity, and wide adaptability. 
Macroalgae are generally grouped into three major categories: red, 
green, and brown algae. Each category has thousands of species, and 
each species possesses its unique cellular structure, biochemistry, and 
constitutes. Converting macroalgae to bioethanol involves pretreatment, 
saccharification, fermentation, and distillation; and the establishment of 
economic pretreatment methods is always the first key step for 
bioethanol production. In present, dilute-acid or alkali hydrolysis is 
typically used to treat macroalgal biomass. Macroalgae can be 
depolymerized under mild conditions as they have low lignin content. 
The resulting polysaccharides can be converted to ethanol through 
enzymatic hydrolysis, followed by adding bacteria, such as 
Saccharomyces cerevisiae and recombinant Escherichia coli KO11. 
Compared with the separate hydrolysis and fermentation process, the 
simultaneous saccharification and fermentation process often provided 
higher ethanol titer and conversion efficiency. However, the research on 
bioethanol production from macroalgae is still in its early stage due to 
both technical and economic barriers, significant amount of research and 
development work is needed prior to the commercialization of bioethanol 
manufacture from macroalgae. 

 
Keywords:  Macroalgae; Bioethanol; Marine Macroalgae; Seaweeds; Pretreatment; Hydrolysis; 

Saccharification; Fermentation 

 
 
1. Introduction  
  

Bioethanol is a clean, safe, and bio-based energy, which is commonly regarded as one 

of the primary candidates to replace a fraction of liquid fossil fuels [1]. The importance of 

using bioethanol as a vehicle fuel is increasing domestic energy production, decreasing 

greenhouse gas emissions, and preventing environmental pollutions [2]. The global 

bioethanol production rose rapidly in recent years. Table 1 shows the production of 

bioethanol in different countries from year 2004 to 2014. The first generation bioethanol 

is mainly produced from sugars and starch-rich materials. The United States and Brazil 

are leaders in bioethanol production, making bioethanol from corn and sugarcane, 

respectively. In Europe and China, mainly cereals and sugars are used as the feedstock. 

As the development of fuels from biomass continues apace, the consumption of edible 

crops and sugars has raised food security, morality, and ethics issues [3].  
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Table 1 Bioethanol production in different countries from 2004 to 2014 (million 
liters) (modified from [3]) 
Country Major 

feedstock 

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Argentina sugarcane 174 157 205 225 315 416 442 455 469 483 498 

Australia sugarcane - 27 63 100 156 238 384 387 389 392 395 

Brazil sugarcane 15,208 15,807 17,932 22,446 27,674 25,804 28,960 31,392 34,299 37,396 40,625 

Canada cereal 396 406 545 839 1083 1131 1573 1703 1714 1730 1721 

China cereal/sugarcane/ 

cassava 

3673 3438 3509 3679 3964 4109 4368 4649 4824 4962 5121 

EU-27 cereal/sugar beet 2576 2940 3701 3887 5021 5762 6465 7539 9155 10,79 11,774 

India sugarcane/wheat 1178 1120 1664 2082 2085 1680 1704 2430 2482 2532 2575 

Indonesia cassava 163 177 176 196 208 240 425 441 462 485 510 

Japan cereal - 113 113 110 110 100 130 130 130 130 130 

United 

State 

corn 12,596 15,332 20,171 28,929 35,191 40,544 46,024 49,114 51,322 54,058 57,200 

 

In order to overcome these issues, the second generation bioethanol, refined from 

lignocellulosic biomass, is developed to meet economic growth and morality 

requirements [4, 5]. However, the cultivation of terrestrial plants requires the resources 

that could be used for food production. In addition, due to the structural complexity of 

lignocellulosic biomass, the current conversion technologies including pretreatment, 

saccharification, fermentation, and separation of final products are relatively costly and 

low-yield [6]. Among all technical barriers, the delignification is often considered as the 

major obstacle, which must be combated before the commercialization of lignocellulosic 

bioethanol can become reality [7].  

Recently, algae are viewed as the source of third-generation biofuels [8]. Generally, 

algae are grouped into microalgae and macroalgae, based on their morphology and size. 

This paper reviews the development of bioethanol production from marine macroalgae, 

since the production of freshwater macroalgae is not significant [9]. The words of 

macroalgae, marine macroalgae, and seaweed are used interchangeably within the context 

of this article. The major advantages offered by marine macroalgae over terrestrial plants 

are: (1) no competing with conventional agricultural plants for land, and utilization of 

different water sources (seawater, brackish water, and wastewater), (2) high area 

productivity, (3) non-dependence on agricultural input (fertilizer, pesticides, etc.), (4) 

being hydrolyzed easily into glucose as they contain lower lignin content in the cell wall 

[10, 11], and (5) easier harvesting as their plant-like characteristics [12]. All of those 

features enable macroalgae to become a very promising biofuel feedstock for the future.  

 

 
2. Macroalgae Availability and Chemical Composition 
 

Macroalgae, namely seaweeds, are conventionally classified into three major groups 

based on their photosynthetic pigments: red algae (Rhodophyta), green algae 

(Chlorophyta), and brown algae (Phaeophyta) [13]. The green algae can grow in all types 

of water environments. While red algae grow mainly in intertropical zones, and brown 

algae especially grow in tempered to cold or very cold waters [14]. Macroalgae can be 

mass-cultivated based on current farming technologies. Up-to-date, brown and red 

macroalgae are cultivated more than green species. The production of brown algae alone 

reached 15.8 million wet tons in 2010, which were harvested from both wild habitats and 

coastal farms [15]. At present macroalgae are grown for food production, fertilizers, and 

hydrocolloid extraction in Asia (mainly in China, Korea, Philippines, and Japan) 
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accounting for about 72% of global annual production [16]. The macroalgae productivity 

ranged from 150 to 600 t/hay fresh weight [14], and the total worldwide production 

attains 19 million tonnes dry matter in 2014 [17]. The amount of the mass-cultivated 

macroalgae is six orders of magnitude greater than that of lignocellulosic biomass [18]. 

That implies that macroalgae could supply sufficient feedstocks for bioethanol production. 

Macroalgae are significantly different from terrestrial plants in terms of their 

chemical compositions. Macroalgae have agar, carrageenan, laminarin, mannitoal, 

mannan, ulvan, fucoidin, and alginate, which are not available in lignocellulosic biomass 

[13, 18]. A summary of macroalgal divisions, compositions of their cell walls, and most 

significant characteristics is given in Table 2.  

 

Table 2 Three macroalgae divisions and significant characteristics (modified from 
[19]) 

 Red algae Green algae Brown algae 

Species 6000 4500 2000 

Pigments Chlorophyll a (d in some 

Florideophyceae);  

R- and C-phycocyanin; 

R- and B-phycoerythrin; 

allophycocyanin; 

- and -carotene and 

several xanthophylls 

Chlorophyll a, b; -, - and 

γ-carotenes and several 

xanthophylls 

Chlorophyll a,c; -carotene 

and fucoxanthin and several 

other xanthophylls 

Storage product Floridean starch 

(amylopectin-like) 

 

Starch  

(amylose and amylopectin) 

Laminaran  

(-1,3-glucopyranoside);  

Mannitol 

Cell wall Cellulose, xylans, several 

sulfated polysaccharides 

(galactans), alginate in 

corallinaceae 

Cellulose  (-1,4-

glucopyroside), 

Hydroxyproline glucosides; 

xylans and mannans 

Cellulose, alginic acid, and 

sulfated mucopolysaccharides 

(fucoidan) 

Representative Gracilaria spp. Ulva fasciata Laminaria spp. 

Carbohydrate (%wt) 76.7 43 60 

Protein (%wt) 16.0 14.4 12 

Lipid (%wt) 1.2 1.8 2 

Ash (%wt) 6.1 16 26 

Source [20] [10] [21] 

 

The pigment in red macroalgae is R-phycoerythrin, and their cell walls contain a 

small quantity of cellulose. Because the great majority of their components is gelatinous 

or amorphous sulfated galactan polymers, such as carageenan (up to 75% dry wt.), agar 

(up to 52%), and funoran, red macroalgae are also called as carrageenophytes and 

agarophytes [22]. Another distinctive feature for red algae is accumulating floridean 

starch and floridoside, which are similar to starch. But green and brown algae do not have 

these carbohydrates [23, 24]. 

The major photosynthetic product of green macroalgae is starch, and the cell walls of 

their outer and inner layers are predominantly cellulose and pectin, respectively. Ulva spp. 

and Enteromorpha spp. have 38-52% (dry wt.) of water-soluble ulvan and insoluble 

cellulose in the cell walls. Ulvan, the unique carbohydrates of green algae, is composed 

mainly of D-xylose, D-glucuronic acid, L-rhamnose, and sulfate [18].  

Brown macroalgal cell walls are composed of cellulose, alginic acid, and other 

polysaccharides [19]. The accumulation product of this group are the carbohydrates of 

laminarin and mannitol [20]. Laminarin (i.e., β-1,3-glucans) is a unique polysaccharide 

present in brown seaweeds [21]. Alginate accounts for up to 40% dry wt. as a principal 

material of the cell wall [14], and is composed of three different uronic acids: guluronic 
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acid blocks, mannuronic acid blocks, and alternative blocks of mannuronic and guluronic 

units.  

Macroalgae biomass is easier to be converted into simple sugars than land-plant 

biomass due to lack of lignin. Besides cellulose and hemicellulose, many algal species 

accumulate high content of starch as their food material. Carbohydrate contents of 

macroalgae vary widely by species and cultivar, representing 30-70%, 25-40%, and 30-

50% of dry wt. for red, green, and brown algae, respectively [4, 18, 25]. Macroalgae 

species with high carbohydrate contents include: Sargassum, Gracilaria, Euglena 

gracilis, Prymnesium parvum, Gelidium amansii [26], and Laminaria [27]. Further 

species selection is still needed to develop strains with higher carbohydrate contents for 

use as the promising candidates for bioethanol production.  

 

 

3. Bioethanol Conversion Processes from Macroalgae 
 

In general, the steps for bioethanol production from biomass include pretreatment, 

enzymatic hydrolysis, fermentation, and distillation. Almost all kinds of macroalgae can 

be converted to bioethanol by decomposing their polysaccharides into simple sugars, 

followed by fermentation with suitable bacteria. However, the development of 

macroalgal conversion technology is still at an early stage, and the researches were 

conducted mainly on lab-scale.  

Figure 1 shows the flow diagram of bioethanol conversion processes from 

macroalgae. Unlike the terrestrial biomass, macroalgae contain contaminants from the 

growth environment and unique chemicals, thus there are some differences in the 

bioethanol technological processes from other feedstock. The fresh algal biomass 

collected from the cultivation site need to be processed prior to bioethanol conversion 

steps [28]. The biomass can be washed with tap water to remove adhering salt, sand, 

epiphytes, and then sun-dried. Dry seaweed is more easily transported and stored. The 

granular dried seaweeds can be cooked with hot water and alkali or acid to extract the 

polysaccharides, or be directly extracted by using supercritical fluids. The extract may be 

purified and separated through filtration or centrifugation. Since macroalgae have various 

carbohydrates such as starch, cellulose, carrageenan, laminarin, mannitol, and agar, the 

saccharification of them is different from that of lignocellulosic biomass [13]. The 

hydrolysis of macroalgae commonly conducted by using dilute sulfuric acid and enzymes. 

And then bacteria, such as Saccharomyces cerevisiae (NCIM 3455 and ATCC 24858) 

and recombinant Escherichia coli KO11 (ATCC 55124), were added to the algae 

hydrolysates for ethanol fermentation. There are two methods for fermentation: one is the 

separate hydrolysis and fermentation process (SHF), and the other is the simultaneous 

saccharification and fermentation process (SSF). Bioethanol distillation in the lab is often 

carried out by using vacuum evaporation or small-scale distillation columns.  
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Figure 1. Block flow diagram of bioethanol conversion processes for macroalgae 
 

 

4. Overview of Pretreatment Technologies for Macroalgae 
 

The establishment of economic pretreatment methods is always the first key step for 

bioethanol production. The carbohydrate compositions of marine macroalgae highly 

depend on their species, which largely differ from those of terrestrial plants, so new 

efficient pretreatment methods are required to make the sugar monomers available for 

fermentation. Nowadays, although some physical, chemical, and biological pretreatments 

of macroalgae have been studied to increase the saccharification efficiency, those 

research activities looking for economically efficient technological solutions are in the 

early phase.  

Different examples of bioethanol production and pretreatment technologies for 

macroalgae have been described in Table 3. Dilute-acid and alkali hydrolysis are typical 

physicochemical methods to treat raw macroalgal biomass [29, 30]. 
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Table 3 Comparison of bioethanol yield from various seaweed feedstocks 
(Modified from [11]).  
Algae feedstock Pretreatment Sugar released 

 (g/g biomass)  

Ethanol yield 

(g/g sugar) 

Ethanol 

(g/L) 

Reference 

E. cottonii Residue after agar  

extraction 

Solid acid + enzyme 0.814 - 14.1 [31] 

Kappaphycus alverzii Whole thallus Acid - 0.369 6.8 [32] 

Kappaphycus alverzii Whole biomass plus  

carrageenan granule 

Acid 0.306 0.39 20.6 [30] 

Gelidium amansii Whole thallus Acid+ enzyme 0.566 - - [23] 

Gelidium amansii Whole thallus Dilute acid 0.422 0.38 27.6 [33] 

Gelidium amansii Whole thallus autoclave+ enzyme 0.227 - 25.7 [34] 

Gracilaria Salicornia Two stage hydrolysis of 

fresh biomass 

Acid+ enzyme 0.166 0.079 - [35] 

Gracilaria spp. Whole thallus Sequential acid + 

Enzyme 

0.592 0.48 4.93 [20] 

Gracilaria verrucosa Pulp after agar extraction Enzyme 0.87 g/g 

cellulose 

0.43 - [11] 

Laminaria japonica Whole thallus Acid+ enzyme 0.376 0.41 23–29 [23] 

Sargassum 

sagamianum 

Whole thallus Thermal liquefaction - 0.386 1-2 [36] 

Sargassum fulvellum Whole thallus Acid+ enzyme 0.096 - - [23] 

Saccharina japonica Whole thallus Enzyme 0.614 0.41 37.8 [37] 

Saccharina japonica Whole thallus Thermal acid 0.456 0.169 7.7 [38] 

Ulva lactuca Whole thallus Acid+ enzyme 0.194 - - [23] 

Ulva fasciata Whole thallus Hot buffer+ enzyme 0.205 0.45 - [10] 

Ulva fasciata Whole thallus Enzymatic 0.112 0.47 - [39] 

Zostera marina Supercritical CO2 

extraction residue 

Sulfuric acid + 

Enzyme 

0.582 - 6.55 [40] 

 
 

5 Ethanol Production from Marine Macroalgae 
 

5.1 Red Macroalgae 
Gelidium amansii, one of the most abundantly available red seaweed species, are 

known for high carbohydrate content. G. amansii predominantly consists of fibrin 

(cellulose) and agar (galactan) whose basic monomers are glucose and galactose, 

respectively [41]. The main products from dilute-acid hydrolysis of G. amansii are D-

galactose, 3,6-anhydro-L-galactose (3,6-AHG), and D-glucose [42]. The galactose and 

glucose are classified as fermentable simple sugars, and the 3,6-AHG is non-fermentable. 

Since the physical morphology of agar is softer than that of cellulose, the hydrolyzed 

products of galactose and 3,6-AHG are released firstly under mild hydrolysis conditions. 

However, the 3,6-AHG, is also known as so acid-labile that it is very apt to be 

decomposed into 5-(Hydroxymethyl)furfural and, subsequently, into organic acids such 

as formic acid and levulinic acid, which act as inhibitors in the fermentation process [43].  

It is well known that the fermentable sugar yields and the amount of inhibitors 

primarily depends on the three major factors: acid concentration, reaction temperature, 

and reaction time (or residence time for continuous process)[44]. A facile continuous 

method for dilute-acid hydrolysis of Gelidium amansii was developed to compare with 

the batch operation. The continuous acid pretreatment was done at a flow rate of 40 L/h, 

15% (w/w) seaweed slurry containing 2% (w/w) of sulfuric acid at 150°C, and auto-

generated pressure range of 3.0-3.5 bar. The product mixtures were continuously 

collected and the unreacted solid residual fibers were subsequently separated, followed 

by neutralization of hydrolysates by adding limestone (CaCO3). The hydrolysate of G. 

amansii was then fermented by Brettanomyces custersii KCTC 18154P. Results showed 

the hydrolysate obtained from the continuous process attained a high sugar concentration 

with low quantity of inhibitors, thereby leading to the higher ethanol yield (the final 
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ethanol titer of 27.6 g/L after 39 h), than that of the batch reactor (11.8 g/L after 56 h) 

[33].  

In order to produce a high quality hydrolysate with minimal inhibitors, sequential 

acid and enzyme hydrolysis of Gracilaria spp. was studied. The dilute-sulfuric acid 

hydrolysis process was carried out by using 2% (w/v) of dried Gracilaria spp., and 

optimized at 121℃ via varying acid concentrations (0.025-0.25 mol/L) and residence 

time (up to 60 min). The hydrolysates were adjusted to various pHs (pH 2–8) at the end 

of the acid treatment. After pH adjustment, the enzymatic hydrolysis was performed with 

various amounts of cellulase (0.01- 8% w/v) at 50°C for 6 h. The Gracilaria hydrolysate 

was fermented in batch and repeated batch modes by using immobilized S. cerevisiae 

Wu-2 cells. The process maximally released 11.85 g/L of glucose and galactose, yielding 

4.72 g/L of ethanol at the rate of 0.48 g/g sugar-consumed with a 94% conversion 

efficiency [20].  

For converting red macroalga Gelidium amansii (GA), GA was autoclaved at 121°C 

for 60 min to reduce the galactan content. After the autoclave treatment, 177 g glucose 

and 50 g galactose were produced from 1 kg GA. Enzymatic hydrolysis was conducted 

with a cocktail of cellulase (Celluclast ® 1.5 L) and β-glucosidase (Novozyme 188). SHF 

(2% substrate loading, w/v) produced a maximum ethanol concentration of 3.33 g/L and 

an ethanol conversion yield of 74.7% after 6 h. In contrast, SSF achieved an ethanol 

concentration of 3.78 g/L and an ethanol conversion yield of 84.9% after 12 h. With an 

increased biomass concentration, the ethanol concentration of 25.7 g/L was attained from 

15% (w/v) treated biomass after 24 h SSF processing [34]. The results indicated that 

autoclaving can increase the sugar yields and ethanol conversion yield of GA, and also 

showed that SSF is superior to SHF for ethanol production. 

Carrageenan is the major polysaccharide constituent of red algae, which consists of 

repeating of (1-3)-D-galactose and (1-4)-3,6-anhydro-D-galactose [41]. Purified 

carrageenan is generally used for forming thick solution or gel [22]. During 

manufacturing carrageenan, seaweeds were treated with alkali solution (1-10% NaOH or 

KOH) at 80°C for 0.5-5h, resulting in 60-70% solid residues (SWBC) with high 

carbohydrates content. One study used this stream of seaweed wastes as the bioethanol 

feedstock [45]. Researchers treated seaweed wastes with peracetic acid (PAA) followed 

by different types of ionic liquids (ILs): 1-ethyl-3-methylimidazole acetate 

([Emim][OAc]), 1-hexylpyridinium chloride ([Hpy][Cl]), and 1-ethyl-3-

methylimidazolium diethylphosphate ([Emim][DEP]). For a 48-hour saccharification, the 

cellulose conversions of untreated and pretreated seaweed wastes with PAA followed by 

[Emim][OAc], [Hpy][Cl], and [Emim][DEP] were 77, 62, 91, and 84%, respectively. The 

untreated SWBC had a high cellulose conversion, which may be caused by the alkali 

pretreatment or low lignin and hemicellulose contents of this seaweed. Meanwhile, PAA-

IL pretreatments did produce more amorphous cellulose structures, which are beneficial 

to cellulose conversion [46].  

 

5.2 Green Macroalgae 
The most common green macroalga, Ulva prolifera (UP), contains about 62% 

carbohydrates, 27% protein, 0.3% lipid, and 11% ash of dry matter [47]. However, the 

carbohydrates of U. prolifera are chiefly in the form of complex hydrocolloid ulvan, 

which shows very high viscosity by undergoing a random coil to double helix transition 

while cooling [48]. The high viscosity of ulvan is one reason that hindered the high 

production of bioethanol from this species. The depolymerase produced by Catenovulum 
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spp. LP, showed high efficiency and high specificity to UP for monomer sugar 

production. During the enzymatic hydrolysis, the viscosity of 1.2% UP solution 

obviously declined from initially 1127 to 7.2 mPas within 95 min. Reducing sugar yield 

attained 50.2% in 6 h at the optimal conditions of pH 6.0 and 35°C [49]. Compared to the 

commercial enzymes, this depolymerase might bring promising prospects for bioethanol 

production from U. prolifera biomass.  

Chaetomorpha linum, one of green macroalgae species, has rigid epidermal cell 

walls consisting of highly crystalline cellulose [35]. The cellulose content (35-40%) of C. 

linum is higher than that of other algae, and similar to that of land-based biomass. For 

breaking down the cellulosic structure of C. linum, following five pretreatment methods 

have been employed: steam explosion (STEX), hydrothermal pretreatment (HTT), 

plasma-assisted pretreatment (PAP), wet oxidation (WO), and ball milling (BM) [50]. 

HTT and WO were performed with 4% C. linum at 200°C; C. linum (35%) was treated 

by STEX at 200-210°C for 5 min; the PAP treatment was performed with raw material 

(50%) for 20-60 min with 1% ozone gas flow rate of 0.01 L/s; and the BM experiment 

was carried out for 18 h at 180 rpm. WO, HTT, PAP, BM, and STEX resulted in glucan 

concentrations of 74, 60, 46, 38, 36 g/100 g dry matter, respectively. Using a SSF process 

with the commercial cellulase enzymes (Celluclast 1.5 L and Novozyme 188) and S. 

cerevisiae ATCC 96581 for ethanol fermentation, WO and BM showed the highest 

ethanol yield of 77.2% of the theoretical ethanol yield. However during WO, about 50% 

of the biomass (especially C5 sugars) was lost. The results suggested that physical 

pretreatment method like BM is already effective enough to break down the cellulosic 

structure of C. linum. 

 

5.3 Brown Macroalgae 
Conversion of Sargassum spp., a brown seaweed species, was conducted by using 

dilute acid hydrolysis and SHF [51]. In terms of glucose and other reducing sugar yields, 

the optimal pretreatment condition was found to be (3.4-4.6%w/v H2SO4, 115°C and 1.50 

h). The residue after pretreatment was hydrolyzed with cellulase (Trichoderma reeseii 

ATCC 26921) and β-glucosidase, and then fermented by S. cerevisiae for 48 h. The 

ethanol conversion rate achieved 89%, which was obviously higher than the theoretical 

yield of 51% based on glucose as substrate. Since all glucose was consumed during 

fermentation, other sugar sources might be present in the hydrolysate. 

Zostera marina is a source of natural antioxidants in the food and pharmaceutical 

industries. After washing, drying, grinding, and sieving, antioxidants (phenolic 

compounds) were extracted by using supercritical CO2 from this brown alga. The 

contents of lignin, hemicellulose, and -cellulose in the residues were 22.4%, 16.89%, 

and 27.39%, respectively. Because supercritical fluid extraction already loosen the lignin 

structure [40], the raffinate phase would either be directly used for SSF or hydrolyzed by 

enzyme/dilute acid. Under optimized conditions, a reducing sugar yield of 58.24 g/100 g 

dry-feed was reached by consecutive enzymatic and acid hydrolysis with a commercial 

cellulase (Cellic CTec2).  

 

 

6 Prospect on the Utilization of Macroalgae for Biofuels Production 
 

As an abundant and carbon-neutral renewable resource, macroalgae represent an 

unrealized feedstock that might expand existing bioethanol industries. Currently, 
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macroalgae are gaining more attention because of their plant-like characteristics, fast 

growth rate, superior productivity, lower energy inputs, and no land requirements. In 

terms of availability, the annual production of brown algae was 9.72 million tons (dry 

weight) in 2004, representing the largest seaweed source; and red algae produced 3.99 

million tons of dry biomass at the second place [52]. Another advantage of macroalgae is 

high content of carbohydrates (cellulose and hemicellulose) and the paucity of lignin 

resistant [53]. Although, the notion of macroalgae-based bioethanol production is 

environmentally better than the fossil fuels, but still suffer from low cost effectiveness 

and technological barriers [14]. The industrial-scale technologies for seaweed conversion 

still require significant basic research and development.  

  Since the price of a final product is directly related to the cost of feedstock, the 

price of seaweed is an important factor in the economics of a bioethanol process. The 

estimated macroalgal bioethanol production cost is ca. $0.50/kg (dw) ($0.16 from corn) 

[54]. Algae production cost is connected with the available technologies for cultivation, 

harvesting, and processing. Although macroalgae can be cultivated both naturally and 

artificially, approximately 90% of total feedstock were currently harvested from 

cultivated sources [21]. The production cost will decrease with the increase of 

macroalgae yield per unit area. To date, there are limited numbers of economic 

assessments on seaweed-based bioethanol technologies, as the research just started. 

Although it is impossible to make full-scale and periodically life cycle assessment right 

now, the processing technologies for bioethanol production from macroalgae should be 

estimated not only from the viewpoints of technical feasibility and economic efficiency, 

but also from the environmentally friendly point and the recycling of byproducts. 
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